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tutors. Young workers are expected to present the results they had achieved.

The conference is organised by the University of Zilina. It is the university with about 13 000 graduate and
postgraduate students. The university offers Bachelor, Master and PhD programmes in the fields of transport,
telecommunications, forensic engineering, management operations, information systems, in mechanical, civil,
electrical, special engineering and in social sciences.
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Study of select parametersinfluencing the true penetration depth in
eddy current NDT applications

3 Marcel Alman
University of Zilina, Faculty of Electrical Engineeg, Department of Electromagnetic an Biomedical
Engineering, Univerzitna 1, 01026 Zilina, Slovakiggrcel.alman@fel.uniza.sk

Abstract. This study evaluates influences of selected paemnen the true penetration depth of eddy
currents in NDT applications by numerical means.oTdifferent excitation coils are used to drive eddy
currents in a conductive plate, respectively. Digiems of coils, thickness of the plate as well las t
excitation frequency are varied to explore theuiafices. The presented results reveal the existnce
“optimal” exciting frequency for various materiai¢cknesses to gain deepest penetration of eddgrustr

Keywords: excitation frequency, coil parameters, penetratigpth, eddy current density distribution

1. Introduction

Eddy current testing is widely used for quality taasice of structural components made of
conducting materials [1]. This method is suitabfdyoto surface or near-surface flaw detection
because of the decay in magnetic flux and in eddyeat density with depth in the material as a
result of the skin effect.

When a plane electromagnetic wave is incident petigalarly on a conducting half-space, the
skin effect is defined by the wave frequency ane ¢hectromagnetic parameters of investigated
material. The depth in the material at which theyedurrent density decreases to 36.9% of its
surface value is known as the standard depth ddtpsion and is commonly used as a criterion for
the eddy current inspection process:

1

The standard depth of penetration decreases witlease in electric conductivity, magnetic
permeability or testing frequency.. On the othdedhe true penetration depth, depends also on the
investigated material thickness and the selectdghamameters [2].

One of the advantages of eddy current testing t¢herother non-destructive methods is
maturity of computational techniques to simulatdows modifications of testing system under real
conditions without conducting a time consuming ekpents. Author’s earlier studies considered
influences of various excitation coil parameterd ahelectromagnetic material parameters on eddy
current density distribution along material de@h{[5]. Since conductivity and permeability of a
material being tested are fixed, the only way tatad penetration of eddy currents at different
depths are through the excitation frequency anddbgcting various excitation coil types and their
dimensions.

The aim of this paper is to find out an optimal iext@n frequency for different material
thicknesses.




2. Numerical investigation

Numerical simulations using the finite element noetlare carried out to investigate influen
of certain parameters on eddy currents distributiomo excitation coils are utilized to drive ed
currents, respectivelffheir configurations are shown iig. 1. The first one is of the circular sha
and the second one of the rectangular shape. Tileeare positioned as follow— circular coil in

normal position and the rectangular coil in tangénposition regarding the surface of a tes
material.

10
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Fig.1. Numerical models of circular coil, rectangular caild plat.

Electromagnetic parameters of a plate specimergliested are those ones of the Inc-600;
o = 1.0 MS/m = 1. Dimensions of the specimen are shown in 1. The plate is without an
defect. The coils are situated 1 mm above the cartd thespecimen. Current density of t
driving current is set to 1 A/mm

Previous studies of the author concentrated omenftes of the coils’ dimensions (F1) on
eddy current attenuation along the material de3, 4. It was shown that for each coil the
particularposition there is only one parameter among othes gignificantly influences theddy
currentattenuation. In case of the circular coil in themal position it is the coil radiur; and in
case of the rectangular coil in the tange position it is the winding thicknest.. Therefore
influences of these parameters on eddy currenhwdt®on along the material depth is furt
investigated here along with variations in the maltehicknes andin the excitation frequency.
Parametersf the coils are adjusted as follows (see 1 for notations):
- circular coil: tc =1 mm, wc =1 mm, rc = 2, 3,%,7, 10, 12, 15 mr
- rectangular coil: Ic =10 mm, hc = 10 mm, wc = 1 to= 1, 2, 5, 10, 15, 20, 25, 30 n
Thickness of the material is chancas follows t = 5, 10, 20 and 30 mm.
Excitation frequencys varied in a wide ranc f = 1 + 500kHz.

First investigations ar@erformed tofind out anoptimal excitation frequencconsidering
variable material electrorgaetic parameters armaterialthickness to gain deepest penetratiol
eddy currents. Then it isvestigatd to what extenddo excitation coil parameter variatic
(circular coil — inner radius raectangular coi— thickness of the windintc) influence the true
penetration depth in viewf variable material thickne: To reduce size of the solved problem ¢
Y, of the plate is modelladlith proper symmetry conditior
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Z/s 5mm /3 5mm
10 10

T T T T ' [Hz] 0 T T T T | T[Hz]
0,E+00 1,E+05 2,E+05 3,E405 4,E+05 5,E+05 0,E+00 1,E+05 2,E+05 3,E405 4,E+05 5,E+05

Fig.2. Dependence of a true penetration depth on theatixtitfrequency for the circular (left) and thegantial
(right) coils in relative units and material thiggs of 5Smm.

The graphs shown in Fig.2 and Fig.3 display thguemcy dependence of eddy current density
attenuation depth for the plate with thicknesses=06, 30 mm, respectively. Attenuation of eddy
current density to 80% of its maximum value is ¢deed here. Although, the standard depth of
penetration considers attenuation to 36.9%, foresofirconsidered cases such attenuation does not
occur (thin material, low frequency) and for themson the level of 80% is set. The depth at which
this attenuation occurs is selected from simulaigkendence of the eddy current density along the
material depth and for easier comparison it is rabzad by the appropriate standard depth of
penetration.

Z/8 30 mm 73 30 mm
10 10

4
3
2 2
1
0 . . . . ' £[Hz] 0 f[Hz]
0,E+00 1,E405 2,E405 3,E405 4,E405 5,E405 0,E400 LE+05 2,E405 3,E405 4,405 5,E405

Fig.3. Dependence of a true penetration depth on theadiaitfrequency for the circular (left) and thegantial
(right) coils in relative units and material thigss of 30mm

Based on the presented results it can be conclindg@dvhen a material with finite thickness is
considered an optimum exciting frequency can becsedl to gain the deepest penetration of eddy
currents. Type of excitation coil and its spatiaéntation influence the selection. For example for
the plate with a thickness of 5mm the optimum et frequency is 20kHz for both the
considered coils. When the plate with a thicknés30mm is used in conjunction with a circular
coil the optimum frequency is 50kHz, however, tog tectangular coil it is 15kHz.

Influence of selected parameters of excitationscaild of the material thickness on the eddy
current penetration is studied here. Comparisoasamied out for the plate with thicknesses of
5,10,20 and 30mm, and for the two types of exatatioils. Selected dimensional parameters of the
coils are changed to explore their influences enettidy current penetration. Only those parameters
are considered which have the most significant chma the eddy current density distribution
along the material depth [3] — [5], nhamely, accogdio the notation in Fig. 1, the radiysof the

11



circular coil in the normal position and the winglithicknessl; of the rectangular coil in the
tangential position Frequency of the exciting slgaaet tof = 10kHz

Z/s Z/s
10 10

. —5mm 5 —5mm

10mm

10mm

—20mm —20mm

3 ==30mm 3

—30mm

0 : : | | | | . r, [mm] 0 : : : | . | te [mm]
0 2 4 6 8 10 12 14 0 5 10 15 20 25 30

Fig.4. Dependence of eddy current penetration depth meridiameter “rc” of the circular coil in normal gition,
winding thickness “Ic” of the rectangular coil mrngential position and material thickness in reétinits

Results of the numerical investigations are shawhig. 4. The charts display the dependence
of eddy current penetration depth on the inner diamt.” for the circular coil, and on the winding
thickness I¢” for the rectangular coil. The plate thicknesshe parameter in this case and the y-
axis corresponds to the material depth where tldg edrrent density is attenuated to 80% of its
maximum value while it is normalized by the stamnddepth of penetration. From the presented
results one can clearly conclude that the diametecircular coil in the normal position has
considerable impact on eddy current propagationtior plates. When the thickness of a plate
increases, the impact is reducing, especially wihenplate thickness is higher than the standard
depth of penetration. Similar conclusion is vak the winding thickness of the rectangular coll
when it is oriented tangentially.

3. Conclusion

Influences of selected excitation coils’ parametarsl of a material thickness on true
penetration depth of eddy currents in non-destraavaluation were investigated in this study. The
aim was to find out an optimal excitation frequerioy different coil types and variable material
thickness. Two exciting coils were used to drive &ady currents in a plate specimen made of the
Inconel 600; the first circular coil in normal posh and the second rectangular coil oriented
tangentially regarding the surface of the platerifuthe simulations excitation frequency and
material thickness were altered. It has been gledgmonstrated that while using a circular and
rectangular coils and 5mm thick plate the optimalitation frequency is approximately 20kHz for
both coils. When the plate with a thickness of 30mmsed in conjunction with a circular coil the
optimal frequency is 50kHz; however, for the regudar coil it is 15kHz.

Second part of the study compared the influencgetdcted parameters of excitation coils on
eddy current penetration for different thicknessethe material. It was shown that the diameter of
a circular coil oriented normally to the materiatface and the winding thickness of a rectangular
coil in the tangential position has strong impattealdy current penetration. However, this is valid
only for materials with a thickness lower or congide to the standard depth of penetration.

These facts should be helpful while using the eclayents in NDT applications for specific
material conditions or when designing an eddy eurpeobes for certain applications to gain proper
performances of the inspection.

12



Acknowledgement

This work was supported by the Slovak ResearchDawlopment Agency under the contract
No. APVV-0194-07.This work was also supported bgngrof the Slovak Grant Agency VEGA,
project No. 1/0765/10.

References

[1] JANOUSEK, L.,CAPOVA, K., GOMBARSKA, D., SMETANA, M.:Progress in eddy-current non-destructive
evaluation of conductive material®: ACTA TECHNICA CSAV, Vol. 55, No. 1, April 200, ISSN 0001-7043, p.
13-28.

[2] Z. Mottl, The quantitative relations between true standard depth of penetration for air-cored prodils in eddy
current testingNDT Intern23 (1990), pp. 11-18.

[3] Alman,M., Influence of basic excitation coil paraerevariations in view of eddy current distribution NDT
applications,|IEEE Workshop Kraliky 2009: proceedingsraliky — Czech Republic (2009), ISBN 978-80-214-
3938-2, 22-26.

[4] Alman, M., Excitation coil parameters in view of dydcurrent distribution in ECT applicationghe 8th
International Conference ELEKTRO 2010: proceedjrifisna — Slovak Republic (2010), ISBN 978-80-58496-
6, 221-224.

[5] Alman, M., — Janousek, L.: Influence of excitatioail parameters and material thickness variationseddy
current distribution in ECT applications. In CPEB1R: Proceedings of the International Conference on
Computational Problems of Electrical Engineeringogeedings. Lazne Kynzvart: University of West Bl
2010. ISBN 978-80-7043-899-2, p.10

13



14



Transcom 2011, 27-29 June 2011
University of Zilina, Zilina, Slovak Republic

| nfluence of extremely low frequency electromagnetic fields on
Saccharomyces Cerevisiae growth

"Jan Barabas|vo Cap
“University of Zilina, Faculty of Electrical Engineeg, Department of Electromagnetic and Biomedical
Engineering, Univerzitna 1, 01026 Zilina, SlovaKian.barabas, ivo.cap}@fel.uniza.sk

Abstract. The following article details experimental findson the proliferative response &ccharomyces
cerevisae following exposure to low frequency electromagogEM) field. Yeast samples have been
subjected to 66 hour session of EM exposure (frecqpel,6 kHz, magnetic flux density 2mT) under
identical ambient conditions. The results indicateronounced anti-proliferative effect of the stédds on
the exposed samples. The observed proliferatiyeorese might hint at frequency-selective behaviat/@an
induced intracellular current-dependent respongenatrants further research in this area.

Keywords: low frequency electromagnetic fields, exposurelif@ration, yeastSaccharomyces cerevisiae.

1. Introduction

Recent technological evolution has caused a drantatrease of man-made electromagnetic
fields (EMF) in our biosystem. While undoubtedlyirige beneficial to mankind, these newly
introduced phenomena, commonly referred to as rel@etgnetic pollution, might also pose a
problem for living organisms which developed anddd to a relatively EM-free environment. In
view of this uncertainty, the International Agerfoy Research on Cancer (IARC), a subsidiary of
World Health Organization (WHO), has classified Idn@quency magnetic fields as group 2B
carcinogens - considered possibly carcinogeniatodns [1].

However, a controlled use of these fields mighb dle beneficial in various medical areas,
including, but not limited to cancer therapy. Testlnd, plain baker’s yeast has been employed as a
model organism for cancer research and use theredarious experiments seems plausible when
studying the fundamental aspects of cell biologgsd®irces are now available for yeast that
enhance investigations, such as the presenceanistvith each gene deleted, each protein tagged
and databases on protein-protein interactions, gegelation, and subcellular protein location.
When considering an analogy to human cancer, numagellular processes that are present in the
mammalian cell are also present in a simplifiednfon yeast cells. Nonetheless, yeast cells are
considered to be a key to elucidating mechanisnts idantifying the key players in cellular
processes. Armed with this information, cancer d®tlogists can investigate the analogous
pathway in the far more complex and elaborate systé the mammalian cell. Of interest are
especially the tumourigenic properties of cancéls cthe indefinite division of cells and yeast may
help in the quest to slow down or even reverseptosess [2].

2. Materialsand methods

2.1. Exposur e apparatus

The exposure apparatus consists principally of remubator, exposure coil, shielding box,
signal generator and an amplifier. The incubattmwadd for identical exposure conditions of both
the exposed and control samples. Fig. 1 shows plifed scheme of the incubator. Temperature
sensors were placed at locations marked with angde¢ and fans at locations marked with a
yellow dot. The purpose of the fans was to drivel @r into the exposure chamber to cool the
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exposed samples/coil and then via the control cleambhe magnetic bias introduced into the
system due to the fans/other equipment was appaiglynsix orders of magnitude less than the
2mT generated by the coil. With this setup the rlutaverage temperaturkT,, between the
exposed and control samples never exceeded +0(@x{g@rimentally verified and recorded over a
period of 72 hours).

Air outtake Air intake

T 4

il

Exposure coil
Shielding box with o o //
control samples —» Exposed samples
(plastic box)
S To ...... 5 l —

Fig.l. Incubator schematic representation

The coil was manufactured from a PVC tube (outamditer 167mm, inner diameter 154mm,
coil length 150mm) using a chasing lather to créagenecessary thread to place the 0.9 mm copper
wire, wound in 2 layers (100 turns per layer). Aadirplastic holder was inserted into the coil core
in order to optimally position the plastic box (iie the coil center) containing the exposed samiple
Proper functioning of the coil was evaluated usanggensitive flux-gate sensor placed in the center
of coil which was then powered by a low-amplitudévidg signal (in order not to saturate the
sensor) — the measured value was then compardt tthe¢oretically calculated value and only a
minor deviation was found (£50 uT).

During the course of the experiment the controlgaswere kept in a grounded shielding box.
The said box was manufactured from 6 mm steel platdded together, with a higher amount of
nickel component to allow for higher magnetic peaivibty. The box was additionally shielded
using a multilayer aluminum sheet, especially atttp box cover. A sensitive flux-gate sensor was
once again used to measure the variations in miaghet density within the box when placed near
the operating coil. Results indicate minimum chaimg@magnetic flux density, on average six orders
of magnitude lower than those within the exposedmeas plastic box. Humidity was also evaluated
post-experiment within both boxes using hydroseresipaper cards and was identical in both
boxes.

2.2 Yeast samples

Baker's yeast VIVO, distributed by LESAFFRE Sloviens a.s.[3] has been used in the
experiment. The shape has been experimentallyie@nifsing a microscope (fig.2a) and was found
to be circular. After experimentally finding thetwpal dilution factor, sixteen Petri dishes were
inoculated in a sterile environment — 8 controld 8rexposed samples, per dilution type. The agar
used was GKCH - chloramphenicol yeast glucose agemufactured by Imuna, Sariské
Michalany, Slovakia which is used for cultivation of yesaand moulds. The purity of the used
materials and inoculation procedure was assuragsing a control Petri dish. The Petri dishes were
then placed into the control and shielding boxeabiagerted into the incubator (fig.2b).
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Fig. 2. a) Shape of used yeast samplesShieldingbox (left) for control samples and plastic box éaposed sampl

2.3 Evaluation methods

Two different quantities were observed [-exposure — the numbef colony forming units
(CFU) per dish and the area that the said CFU’s tgkon all petri dishes (in units relative to
scanned data file). Results were consulted by fegsimnal researct!, however later results we
processed using in-house eped GUI applicationPetriCounter) to ease the evaluation. T
Petri dishes have been inserted into a 2x2 matagep atop a conventional -bed scanner and
scanned at 200DPI resolution as 8bit grayscale émniig 3a. The image was then proces:n the
said software (fig.3b) programmed in MATLAB R2016avironment and consisted of varic
image transformations and mathematical functionsrder to obtain the desired output values.
low overall error rate, when compared to professigvaluatin, made the software an excell
evaluation tool for our purpose.

b)
Fig. 3. Petri dishes placed in scanner (a), developed@®airiter software (|

2.4 Experiment protocol and results

The inoculated Petri dishes were inserted intopte-heated incubator (unit was running
hours prior experiment start in order to assureakgund stable temperature of both boxes) ant
experiment executed for 66 consecutive hours. Emmbnic 1,6 Hz driving signal was generat
using a signal generator (Agilent 33220A) and afigaliusing an amplifier. The resulting drivil
current flowing into the exposure coil was 2A ahd tesulting magnetic flux density in the cetl
of the coil was 2mT. Petdlishes were positioned in such a way that maximuagnatic flux
density was achieved along the center axis of thiel jplishes. A total of two sessions w
executed, each containing 16 Petri dishes (8 clsntBoexposed) and the results were evalu
using the already mentiond®ktriCounter software and statistically processed. For the siieai
analysis of the results the Studen-test was used (P=0.95).

! Maria Barabasova, VUM, ilina, Slovaki
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2.4.1 CFU counts

Colony forming units were counted immediately pesposure using the previously described
software. The total CFU count was calculated fraghtePetri dishes per dilution and a ratio was
established between exposed and control samples.

PETRI DISH n.
> n(exp.)
1 2 3 4 5 6 7 8 S n(cont)
Source (dilution) exp. / cont.
LESAFFRE (7) 139/127 138/141 104/129 116/142 142/130 135/137 110/135 120/140 0.93
LESSAFFRE (8) 18/21 15/25 12/17 12/16 17/21 16/23 13/19 14/17 0.74

Tab. 1. CFU counts per petri dish (exposed/controls) atid p n(exposed)} n(controls)

A paired t-test was performed on the collected.daba dilution n.7 the mean CFU difference
(Mean=9.625, Standard Deviation=16.414, N=8, t(75%, two-tail p=0.141) was lower than of
dilution n.8 (M=5.250, SD=2.375, N=8, t(7)=6.25&pttail p=0.000).

2.4.2 Growth dynamics
Yeast growth dynamics were evaluated immediatelgt-pgposure using the previously
described software. The yeast-occupied area waslatdd from eight Petri dishes per dilution and

a ratio was established between exposed and caaingbles.

PETRI DISH n.

2 n(exp.)

1 2 3 4 5 6 7 8
> n(cont.)

Source (dilution) exp./cont.
LESAFFRE (7) |18988/36501 | 20631/39692 | 18252/44859 | 19930/38120 | 19420/43215 | 20863/39210 | 18790/39102 | 18977/37124 0.49
LESSAFFRE (8) | 5278/7907 | 6264/11340 | 3426/12039 | 3751/10016 | 5811/10036 | 5970/11756 | 4210/11740 | 4158/11012 0.45

Tab. 2. Yeast growth area per petri dish (exposed/contesid ratioy n(exposed)p n(controls)

A paired t-test was performed on the collected .dAtsstatistically significant mean area
difference was observed for both dilutions:

- dilution n.7 : M=20247, SD=3255, N=8, 1(7)=17.58&p-tail p=0.000,
- dilution n.8 : M=5872, SD=1899, N=8, t(7)=8.745 oktail p=0.000.

3. Discussion

The experimental data has shown interesting resWisen taking into account the EMF
sensitivity in view of CFU counts, the yeast strafidO has responded by a significant decrease of
the number of CFU’s, which also correlates with tadculated ratio (tab.1). An even more
pronounced difference was observed in the growtfanycs, wherein almost a two-fold difference
in growth dynamics has been observed, when comparéie controls (tab.2). The chosen dilution
factor does not seem to play an important rolehadbove-discussed findings and as such further
investigation will no longer introduce this variabl

Two currently known variables are to be consides@n interpreting the findings - specific
target-frequency of particular organisms, perhapggssting the presence of an endogenous
electromagnetic field(s) that plays a seemingly angmt role in the multiplication and overall
growth process of the said organisms, and alsonthgnitude of induced cellular currents,
regulating the intricate transmembrane transporthaeism. The former would fit the theory of
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coherent oscillations postulated and pioneered byFt8hlich [4], while the latter stems from
electromechanic analogy of the cell model, colleyi known as the Hodgkin—Huxley cell model
and the associated Goldman equation [5].

It is the opinion of the authors that the abovelifigs warrant a more in-depth research and as
such would at least partially elucidate the inttiea of electromagnetic field effects on living
systems.
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Abstract. This paper describes loss minimization methodHerdrives with permanent magnet synchronous
motor. Electrical losses, which consist of coplesses and iron losses, can be minimized by apjatepr
control of stator current vector. Such current tomnexploits reluctance torque and field weakening
Method itself is based on d, g equivalent circaking into account iron losses. The loss mininiizat
method is implemented in speed vector control sirecand verified by simulation.

Keywords: Permanent magnet synchronous motarss minimization, Efficiency, Equivalent circuit

1. Introduction

Electrical drives with permanent magnet synchronowgors (PMSM) are widely used in
industrial applications and as a traction driveSheir main advantages in comparison with
induction machines are higher efficiency, highewpofactor, higher power density and wide speed
range.

Nowadays particular emphasis is addressed towangsgy saving, which include also
electricity. Especially continuously operating attee drives consume a significant quantity of
electricity. Even a small increasing in drive efncy can therefore yield significant energy sgvin
If the motor is operating with constant speed apdstant load, losses can be minimized by
appropriate design of the motor operational modheis isn’t valid for motors operating at variable
speed and load torque. In this case, it is passdreduce motor losses by optimal management of
the stator current space vector.

This paper describes a method for minimizing eleztlosses of PMSM. The method is based
on the d, g axis equivalent circuit of PMSM, whtelkes into account the iron losses. The value of
direct axis currentgiis controlled in order to achieve maximum effia@gnn contrary to traditional
control strategy, in which theq is controlled to be zeroq4(F 0). The reluctance torque and field
weakening are utilized to minimize the losses.

2. PMSM d, q Axis Equivalent Circuit with Iron L osses

Dynamic d, g axis equivalent circuit of PMSM takimgo account iron losses is shown in Fig. 1.
Iron losses consist of hysteresis losses and eddert losses. These losses are represented by
resistance R The second and significant component of thd tletrical losses are copper losses
in stator winding resistance, R.

Fig. 1. Dynamic d, g axis equivalent circuit of PMSM takiimgo account iron losses.
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PMSM dynamic model, which take into account irosskes, is described in d_q rotating frame
coupled with the rotor as follows:

did 1 . diod .
E = m(vd —Rig—Lpg 7 + LquTIOq) (1)
di 1 di
d_: = E(Vq - Riq - Lmq d_(t)‘q — Lgpwyigg — l‘UPMP('UT> (2)
q
dw 1
dtr = 7(TE -T) (3)

Equations (1) and (2) are derived from the equitad&cuit. Equation (3) is the motor mechanical
equation. Currentsy,iiq and electromagnetic torque; &re expressed as:

A .. _quiOq"'Lmdd;_otd (4)
ta = log +lea = log + ———p—
. L w("’PM"'Ldiod)"'Lmq% (5)
iqg =log +icqg = log R
Ty = %p[priOq + (Lma = Lmq)loatoq] (6)
R — stator winding resistance Ypm— permanent magnet rotor flux
R — iron loss resistance Te — electromagnetic torque
L4, Lg—d_g axis inductances T_ — load torque
L, Lig — d_q axis leakage inductances or — rotor mechanical angular speed
Lma Lmg— d_q axis magnetizing inductances igq, i — d_g axis current components
J —rotor inertia Vg, Vg — d_Qq axis voltage components

From (6) can be seen that the electromagnetic ¢ocgusists of two terms. The first term is a
synchronous torque, which is proportional to therent . The second term is the reluctance
torque, which is proportional to the product @fand b, The reluctance torque is equal to zero if
surface mounted permanent magnets are used. slcabe k=L, or the same is valid for control
with i4=0. To exploit the reluctance torque, d-axis aurraust be different from zero and interior
permanent magnets for whichy< Lg, must be used. Reluctance torque then can be tosed
minimize PMSM losses.

3. Strategy for Loss Minimization

Loss minimization strategies are described in [2], [3]. These methods are based on (8)
which express the electrical losses as a functibmny,0Tg, . The total electrical losses are
expressed in (7), where d)/are copper losses and-Vére iron losses.

3 3
Wy = Wey, + W, = ER(i}; +i2) + ERC(iCZd +i2) (7)

Currents 4§, ica, Icqg Can be also expressed as a functiongoffé, o by (4), (5), (6). After
substituting into (7) we can expressed the totdtakal loss as a similar function:

WE(id' TE! (J)) = WCu(idl TE' (IJ) + WFe(id' TE' (IJ) (8)

In steady-state the motor torque,and speedp are constant. Then the total electrical losses
depend only on the value qf i Fig. 2 shows the total electrical losses, \6bpper losses W and
iron losses W, as a function ofjiat the rated speed and the rated torque. Thermpatameters are
listed in Tab. 1.
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2000 rpm

10.87 mH
4 21.32 mH
0.124 Wh

Tab. 1. PMSM parameters

From Fig. 2 can be seen that total electrical ®sge minimal for some negative value of i
current. If the currentgiis controlled to this value the efficiency for giv motor speed and load
torque has highest value. The value of this optiou@rent, ko is a function of the speed and
torque. Therefore it is necessary to express tineiet, jop: aS such function. Analytical solution
can be obtained via fourth-order equation, whichassuitable for real time control.

200

is [A]
Fig. 2. Electrical losses W copper losses ¥ and iron losses W as a function ofjiat rated speed and torque.

Polynomial approximation, whergyj: as a function ofgiis expressed is described in [1]. The
coefficients of polynomial for various speeds drent stored in table form. Optimal d axis current
is calculated from (9):

lgopt = Ko + Kqig + K, i2 (9)

Another way to determingoj: for the given speed and torque is described in 2] algorithm that
searches for the minimum of the function (8) iscuse find corresponding value of curregdpi
This method is verified by simulation for PMSM wiplarameters listed in Tab. 1.

4. Simulation Verification

The simulations uses block diagram of vector cdietloPMSM with implementation of the
loss minimization algorithm shown in Fig. 3.

f v T
i -

w* +<> Speed | T*e igopt,ia [ Current , ool owm Power
. Ll

controller 7| calculation controller | v¥q a b, e[V :/]\ converter
=™ > , b, -

A "a A A
w ? I

Speed
calculation

Fig. 3. Block diagram of PMSM vector control with implematibn of the loss minimization algorithm.

In Fig. 4. (a) the efficiency as a function of spder control with §=0 and loss minimization
control, g=igopt IS shown. Fig. 4. (b) shows the efficiency asuacfion of load torque. These
figures confirm the efficiency increase by 8% at thted speed and rated torque.

Fig. 5. (a) shows the total electrical losses &mation of time for =0 and loss minimization
control, k=igopr Again the reduction of losses is confirmed i floss minimization algorithm is
used. Rated speed of PMSM was reached at t=0TAan the load torque increases to its nominal
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value 2.5 Nm at t=0.5s. Time functions of cursemy iy for loss minimization control are shown
in Fig. 5. (b).
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Fig. 4. Motor efficiency as a function of the speed (aj &ad torque (b).
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Fig. 5. Total losses as a function of time fgr0@ and i=igop (@) and, iq currents (b).

5. Conclusion

In this paper loss minimization strategy of PMSMs haeen described and validated by
simulation. This loss minimization strategy is é@®n equivalent circuit of PMSM, which takes
into account iron losses. Simulation results coméid the increase of efficiency by 8%. This
method is efficient mainly for interior permanentagmet synchronous motor, in which the
reluctance torque is exploited.
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Abstract. This work deals with the experimental investigatof magnetic fluids by the acoustic absorption
coefficient measurement as a function of exterreymetic field. The experimental arrangement is rilesd
and the measured effect of the external magnedld find time of application on the magnetic fluisls
discussed.

K eywor ds: magnetic fluid, acoustic spectroscopy.

1. Introduction

Transformer oils have in transformers two main fioms — electrical insulation and cooling.
Cooling and insulation of transformer oil signifitly increases the transformer performance [1].
However, transformer oils have small thermal comiglitg and cooling is thus less efficient. A
solution can be to use a magnetic fluid based amsformer oils [2]. Magnetic fluids are colloidal
suspensions of magnetic particles covered by acarit layer in a carrier liquid, in our case in
transformer oil ITO 100. The magnetic particles aseally ferrites (formula MFe203, where M
represents Co, Fe, or Ni). The particles’ diamet@bout 1 -10 nm and each particle is a magnetic
monodomain. In an external magnetic field the mégmarticles form clusters with length of about
10 — 100 nm. Magnetic particles in the fluid in@eahermal conductivity [3] and dielectric
constant [2]. However, aggregation of particles patuce electric breakdown [4]. The surfactant
function is to prevent the aggregation of partickkssurfactant molecule consists of a polar head
and a no polar tail. The polar head takes up omthgnetic particle. Oil acid is a most frequently
used surfactant.

A useful method for studying structural changemagnetic fluids due to the magnetic field on
temperature is the measurement of the attenuatiange of an ultrasonic wave in a magnetic fluid.
In the present study the magnetic fluid based & ttansformer oil ITO 100 is investigated by
ultrasonic spectroscopy to study the influence afynetic field on the its structure. The effect of
time of the external magnetic field application veasilyzed, too.

2. Experimental arrangement

The block diagram of the experimental arrangeme&mshown in Fig. 1. The measurements of
the changes of the absorption coefficient of thieasbund wave of frequency 5,86 MHz were
carried out by a pulse method using the MATEC PiMsdulator and Attenuation Recorder [5]. An
ultrasound wave propagating in the measured cdll X11 x 1 cm3) inserted in an electromagnet
undergoes a multiple reflection from the transdsi@d its subsequent echoes are recorded. Two
selected adjacent pulses following separate pathshra detector from where signals proportional
to their amplitudes are fed to the MATEC receiv€he signal from the MATEC, which is
proportional to the changes of the acoustic wawsogdtion coefficient in the magnetic fluid, was
recorded by oscilloscope and measured by a compubgram [6]. We use 1,5% magnetic fluid
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based on ITO 100 inhibited transformer oil. The et particles had the mean diameter 10,6 nm.
The speed of ultrasound in magnetic liquid withexternal magnetic field is ¢ = 1524 m/s (20 °C).

MATEC 9J|_Osci|osco;:|e:r

N K A S

/
Computer managed source

of electric current ELECTROMAGNET .

Magnetic
field meter

Fig.1l. Experimental setup.

3. Resultsand discussion

In Fig. 2 we show the absorption coefficient chaagea function of magnetic fiel that is
parallel tok. In this figure we compare two measurements ohthgnetic fluid with magnetic field
exposure to 133 mT (circles) and 200 mT (squaret) kmear increase of the magnetic field of
2,27 mT per minute up to its maximum value.

6

Ao [dB/icm ]

0 25 50 75 100 125 150 175 200
Mag. intensity [ mT ]

Fig. 2. Dependence of absorption coefficient change ometigfield.

These results show a strong influence of the magfietd on the ultrasound wave absorption
coefficient. With increasing magnetic field, theaolge of ultrasound wave absorption increases.
When the magnetic field is swept at a constant th&einteractions between the external magnetic
field and the magnetic moment of the magnetic naraype leads to the aggregation of particles
and clusters are formed (structures as long asrbdadf nanometers [7]). This effect causes the
increase of the absorption of ultrasound wave witiheasing external magnetic field the saturation
of which is about ~130 mT. The next increase of metig field under 130 mT leads to probably the
mutual connection of clusters the result of whisHawer concentration and resulting decrease of
acoustic absorption. The character of absorptiogfficient changes continues with decreasing
magnetic field. In spite of the fact that magnditetd decreases the started process continue up to
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approximately 130 mT. Then the process is oppositethat the changes of the acoustic wave
absorption coefficient show a hysteresis. This afiean be described by existence of clusters,
which lifetimes were smaller than time of decreasthe magnetic fluid. The structure return to the
initial state immediately after the magnetic fiblas been removed.

Investigating the transformer oil based magneegtdfin the range 0 — 200 mT we observe two
basic mechanisms. The absorption coefficient chamgeases with the increasing magnetic field
generally to a maximum value (133 mT in both thedsd 2nd case). This is connected to the
aggregation of the magnetic particles into clustBrscreasing the absorption coefficient change
after reaching its maximum value can be due todihgion of the fluid as a consequence of the
agglomeration of the clusters into longer structifhen the magnetic field is decreasing, we
observe hysteresis. This is related to the presesfcghe clusters and to the continuing
agglomeration of the magnetic particles into clisstburing the magnetic field decrease. A second
maximum was observed at 65 mT in the 2nd caser Alfie magnetic field decreased below the
above value, the absorption coefficient decreasesedl. This is caused by the disintegration of the
formed clusters. This disintegration is causedhaythermal Brown motion.

Aa [ dB/cm]

{
3
L |

0 120 240 360 480 600 720 840 960 1080 1200

Fig. 3. Time dependence of absorption coefficient changgtise changes of magnetic field.

Fig. 3. presents the coefficient of the acoustwoagbtion change for three pulse changes of the
magnetic field: 300 mT (triangles), 200mT (squaeesd 100 mT (circles). At the beginning of the
measurement the magnetic field was set to zeraevaha after that occurred its pulse change. The
magnetic field was held at a constant value fomlitutes. The change of the absorption coefficient
occurred practically in quite short time. It can $#en that after 120 seconds the change of the
absorption coefficient was fixed. After magnetieldi switch off, the change of the acoustic
absorption coefficient decreased exponentially vaithrelaxation constant about 10 seconds. This
means that the clusters practically immediatelintkgrated by the thermal Brown motion.

4. Conclusion

Acoustic spectroscopy is a very useful tool for itheestigation of magnetic fluids. We studied
the change of the acoustic absorption coefficiehthe magnetic fluid based on ITO 100 inhibited
transformer oil. The coefficient of the acousticsatption change depends on the magnetic field
strength and reflect the diameter and the condsmraof clusters formed from the magnetic
particles. For a detailed study of the propertiethe magnetic fluids additional measurements are
needed.
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Abstract. In servo drives resolvers are used as sensorpdsition and speed measurement to obtain
feedback signals for controllers. Measurement awyurs limited mainly by sensor’s signals errorshsas
different magnitudes, dc drifts and quadrature reristimation of the resolver error parameters ban
formulated in terms of ellipse fitting problem, whiis in this paper exploited for auto-calibratadgorithm.
Recursive least square estimation is used to fimaracteristic ellipse of the resolver. Estimatetbrer
parameters are consequently used for sensor lm@alsi correction to improve accuracy of position
measurement. Proposed method does not require dafijoaal hardware. Performance of the correction
algorithm is verified by simulation and the presehtesults confirm improvement of position measuaneim

Keywords: Resolver sensor, ellipse fitting, recursive lesagtares, calibration, measurement accuracy.

1. Introduction

For precise motion control the quality of speed podition feedback is the most relevant for
achieving high performance. Resolver has provdmetoobust and reliable position sensor because
of its ability to operate in severe and hostile imnment. In considered application, the resolver
sensor feeds rotary position data to a digital @igontroller (DSC). Resolver signals are further
processed in DSC to extract position informationcdéracy of the position measurement is limited
by quality of the sensor line signals, which inatlease are sine and cosine waves. In practice thes
signals are not ideal and show different amplitydesdrifts and quadrature error. All non-ideastie
occuring in resolver signals are described in [B].general accuracy of position measurement can
be improved by calibration.

Calibration can be carried out using additionaldinare. For example high precision rotary
table can be used as position reference and theumeghposition error over one revolution can be
implemented by software like compensation functmmmeasurement accuracy improvement [3].

Another possibility is to exploit auto-calibratialgorithm, which does not need additional
hardware. Such algorithms process and correctwesbhe signals to improve sensor’s accuracy.
One of the possible methods for resolver positiooresuppression is ellipse fitting approach [1].
Line signals plotted versus each other are tracamegllipse. By finding the ellipse parameters we
can obtain resolver error parameters. If such patars are known they can be used for resolver
line signals corrections with subsequent reduatioresolver’s position error.

Resolver is rotary transformer with one rotor ana tstator windings displaced 90 degrees
from each other. Resolver output signals after diraion can be expressed as follows:

Vsin = AgSiﬂ(H)‘F Bs
V,=Acodf+a)+B,

cos

(1)

where As and A; are sine and cosine amplitud&s, and B, are offsetsa represents amount of
imperfect quadrature anglis rotor position. These signals are sampled byodDverter in DSC
and position information is then extracted. By mogorrections of line signals the observer
position error can be substantially reduced. Fahowparagraphs describe procedure based on
ellipse fitting technique enabling to gain linersads corrections.
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2. Ellipsefitting

Data from resolver signals are tracking an elligsst can be defined in Cartesian plane by
implicit equation [5]:

XV2 A+ XNVE + XV Voo + XV + XV, =1 (2)

1% cos sin sin ¥ cos

If we define ellipse parameter vectorxas[x; X, X3 X4 Xs] - and input data vector @[ Ve~ Vein’
VeosVsin Veos Vsin] that the right hand side will Be=[1] . Matrix form of (2) is as follows:

a bl le
af x" = tfz + ef = AX=B+E, ©)
3 b L&

whereE is matrix containing measurement errors. With gveew measurement a new vecer
into matrix A is obtained. To find corresponding ellipse repnése by its coefficients equation
x=A"B needs to be solved. But the solution cannot baddn this form because the mat#xis
singular and the measurement error caused by i®igkvays present as it is shown in figure 1.
Regression analysis therefore must be used antisoltan be calculated by least squares in the
form x=(ATA)*A'B. Due to many measurements maiXA can be very big and to find its inverse
is difficult task. This problem can be overcomeusyng recursive least squares (RLS) algorithm

[4].

AS=O.9; AC=0.96; BS=0.05; BC=—0.02; o=0.03[rad] . chyba polohy [rad]

1

0.075
0.8

0.05 -1
0.6
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0.214
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09 -0.025

-0.21--% -0.05
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-0.8-

-1

6
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Fig. 1. a) Resolver line signals values plotted versus e#iobr. b) Corresponding position error.

3. Recursiveleast squares estimation

In general RLS estimator minimizes following erfonction in each iteratiok:
SORRLRCOREOA0 @)

Parametetf. is optional forgetting factor from interval (0,. Me can collect all necessary equations
to form RLS algorithm as follows:
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Ev =By ~AXia

P, = ;t‘lPk_l(I —2TAT(A+ ATA, Pk_lAkT)‘lAkPk_l) (5)

X =Xt PkAkTEk
First the new error is calculated using old estewxat and new dat#. Than matrixP is updated.
If in each iteratiork the Ay is input matrix with only one row, than terft+A*AP:A) ™ in (5)
will be one by one matrix and its inverse need@tdalculated. Finally vectot is updated. To

converge to its true solution sufficient amountdata evenly distributed along ellipse over whole
revolution need to be collected.

4. Correction of linesignals

To gain line signals correction, the calculateths# parameters represented by vexgtarust
be related to signals error parametégs A., Bs, B. and a. Merging two equations in (1) and
eliminatingé results in following equation:

I el B vl s ) MLV R
A cos@) Acos@)) AAcos(a)

Comparing equations (2) and (6) with their correspog coefficients and after algebraic
manipulations the following equations for line sagrerror parameters estimation can be derived
using vecto:

g = 2% = XX, p = [Pt %,B; +%,BZ + x,B,B,)
) X§ —4x.X, Ax, X%, = X32
2X,X, = XgXs X
B, =2 e A=A ™
X32 —4x.X, X

_ - X3
a =arcsin——
1/4x1x2 )

By (7) it is possible to calculate resolver err@argmeters using characteristic ellipse parameters.
Corrected line signals are than calculated asviaio

Vsin - Vsin B Bs

A
Ve Bersina), @
Vcos = co d 0’)

Extracted position information from these corredied signals has higher accuracy.

5. Simulation results

Simulations were carried out to verify performarfethe proposed algorithm. PC program
simulates field oriented control of synchronous onatith permanent magnets (SMPM). In Fig. 2
speed oscillations due to resolver non-ideal ligmads can be seen. Proposed algorithm during
time interval £1(0, 1> s collect the samples of sin and cos sigidis data forms the blue ellipse
and are used as the input data for (5) to calcuassacteristic ellipse parametersFromx are
calculated estimated parametés A;, Bs, B and a using (7). Finally, after time interval 1s,
correction of the resolver line signals is applisihg (8). The effect of line signal correctionthe
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speed and position accuracy can be seen from Fighered ellipse represents data from corrected
line signals. Described method is suitable foriflcalibration because during normal operation
input data don’t have to be evenly distributed gltime ellipse, which is very important for finding
corresponding ellipse parameters. Estimated res@wer parameters can be used for correction
during normal drive operation. The input data hivee collected at constant speed and during at
least one mechanical revolution. From the Fig. 8.can see significant suppression of position
error after correction is applied.

rotor speed [rpm]
1000 ! !

- [\/\/\U . ”u“’\jf el L — ﬂv AS=O.96;
BOO H e veeeme oo ................................... ............................. . Aczogl’
§ : B=0.02;, B
: : s ”
ami ; f 7 B =0.03;
Bl I ................................... ................................. 1 6=0.015[rad]
0 | |
0 0.5 1 15
t[s]

currents in d,q [A]
T T 0.03

0.06
[ O S O O O | PO B A ) O | DO | O O PP 4

Kalur] /RN RN VRN VN1 RE D LA

-0.08
t[s] t[s]

Fig. 2. Verification of the proposed algorithm by simulatio

6. Conclusion

Resolver represent absolute position sensor usedaimy industrial applications to control
position and speed of actuator. Accuracy of the smemment is essential to achieve high
performance of the drive.

When the resolver signals are plotted versus edlclr dhey form an ellipse. This paper
investigates formulation between ellipse paramegerd line signals error parameters. To find
corresponding ellipse from measured data reculgiast squares estimator is used. From ellipse
parameters are calculated resolver error paramétatsare further used for correction. This
procedure is carried out before normal operatiothefdrive. Estimated error parameters are than
used in normal operation to correct line signals.

Proposed calibration algorithm was verified by diation. From the results can be clearly seen
that the method can substantially reduce positioor goreviously caused by resolver line signals
imperfections.
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Abstract. This manuscript discusses a particular design/fl ®us for the control of experimental stand of
hybrid drives. In order to design the CAN bussihecessary know the dynamic; measurement andotontr
signals. The experimental stand simulates the dmive/brid vehicles. The main part of this hybridve is

an electric power splitter (EPS), which divides thput of mechanical energy from internal combustio
engine (ICE) into the first output mechanical eyeay car wheel and the second electric energy lseepthe
DC bus. The experimental stand includes a supecitapdor storage of electrical energy and a tiacti
motor for the drive wheel car.

Keywords: hybrid vehicle, hybrid drive, electric power sgit CAN

1. Introduction

The CAN (Controller Area Network) is a serial commoation bus, which was developed by
Bosch in the early 1980’s to realize the data emghdetween controller and measurement systems
in modern automobiles. The communication mediumlmam double stranded wire, coaxial cable
or optical fiber with communication speed of upltdMbPS. Communication interface integrates
physical level and data link layer and it care dlmmsrectness sending or receiving data. In case of
error detection the communication interface gewesrdhe error frame. A signalization level is
recessive or dominant. The data link layer caresualan approach to communication medium,
provides a priority, data coding and error detectidn individual data frames are received
simultaneously by all nodes which decide on therde#ity of data the application layer.

The application layer is the topmost layer and dfeee can be defined by standards
such as the CANOpen standard for industrial autmmailhe using of the standard application
layer is not necessary, because it is possibledgram the actual application. Data area length is
up to 8 bytes and a bus designer must design tmbeuof data bytes and information value.

2. Experimental Stand of Hybrid Vehicles

As a part of Josef Bozek Research center, the xpetal stand has been created in laboratory
at Department of electric drives and traction. Tétisnd can change the configuration of hybrid
drives on serial hybrid drives, parallel hybridwes, and a combined hybrid drive. The actual
configuration is combined to the hybrid drive wekectric power splitter. The schematic of this
experimental stand is shown in fig. 1. The partsht$ drive are two identical induction motors,
which are controlled by Danfoss frequency convertdihe first motor simulates a combustion
engine (ICE) and works with speed control. Thettoacload (brake) is simulated by the second
motor with produces braking torque,Me
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Fig. 1. Experimental working stand

The electric power splitter is a synchronous maghivhich has two rotating parts. The input is
the reference speed from ICE and the output arst#ter turn and electrical energy, which is
transferred by brush to the AC/DC converter. Tloisverter is a source of electrical energy to the
DC bus. The energy from this DC bus is transfelng®C/AC converter to the traction motor
(TM). The shaft of TM is connected to the EPS statal traction load. To the DC-bus is connected
in parallel to the DC/DC converter for charginggdiarging supercapacitor.

2.1. The control and measurement signals experimental stand

The two signals which are measured are currentvaltdge in DC bus, the electrical energy in
the supercapacitor, torque between ICE and EP$ocaqde between TM and brake. The signals for
control are the reference speed for frequency atevef ICE, reference torque for frequency
converter of brake. The next control signals aeeréference for AC/DC and DC/AC converters.
The control unit of DC/DC converter the supercajoaoivill have a special frame for settings and
control of energy in supercapacitor.

3. A design of CAN-bus

In Tab. 1 is given the list of all controlled andceasurement signals, which are necessary to
ensure the stable operation of hybrid drive.

The name of signal L abel Specification
ICE reference speed refite The reference speed is connected to the frequammyt i in range
[RPM] | O — 65 kHz of frequency converter. The speed raifd€E is from 0 to
3000 RPM.
ICE actual speed Wddice | The feedback from speed sensor with frequency irfpyt in range
[RPM] | 0 —65 kHz corresponding to actual speed in rang8000 RPM.
Brake reference Muake | The reference torque is connected to the frequammyt in range 0 — 6%
torque [Nm] kHz of frequency converter, corresponding to actismfjue in range
-30 - +30 Nm
Brake actual speed reRorake | See ICE actual speed.
[RPM]
Voltage from AC/DC| Uacpc | The reference is voltage in range 0 — 10 V, whiolresponds to the
converter V] output voltage AC/DC converter in range 0 — maxugalMax value
voltage depends on different stator and rotor sppé&dPS.
TM reference speed ™ The reference value is voltage in range 0 — 10 Nckvcorresponds tp
[RPM] | the speed in range 0 — 6000 RPM.
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Reference energy af Esc The value of reference energy supercapacitor depemd the main

supercapacitor [kJ] control system. Max value stored energy is 157 kJ.
Logic signals - The logic signals for CAN units, iaim turn on/off the main contral
system.

Torque between ICE Mg Measurement torque between ICE and EPS is meabyrd@&M

and EPS [Nm] Spider8.

Torque between TM M prake Measurement torque between TM and brake, whichlatesithe load
and brake [Nm] from wheel car.

DC bus voltage bk It is the output voltage from AC/DC converter ER& input voltage for
V] DC/AC converter TM and in/out voltage for DC/DC eenter of
supercapacitor.
DC bus current de It is the current between output of AC/DC conveE®S and input of
V] DC/AC converter.
Actual stored energy Esc It is the actual energy stored in supercapacitbickvhas a capacity
of supercapacitor [kJ] equal to 100F. For voltage max value 56 V is tloeest energy 157 kJ.

Tab.1. The measurement and control signals

3.1. The CAN unitsfor measurement and control hybrid drive

The number of CAN units depends on the number pfrobunits in an experimental stand and
the geometrical structure these control unlts dtteal geometrl_cal structure is shown on Fig. 2.

Danfoss
frequency
converter o : Current and
g ?voltage
‘transducers

{ Wi UIERL [ . |
Electric ‘ peg - I
machines | g - Supercapacitors
power cables B £ | 100FI56V )

Fig. 2 The geometrlcal structure of experlmental stand ‘

The CAN units are developing for this experimestand and are including a Freescale digital
signal processor (DSP). These units are:
e CAN unit 1 — Speed sensors
» CAN unit 2 — Danfoss frequency converter
* CAN unit 3 - AC/DC and DC/AC converter
e CAN unit 4 — Control unit of supercapacitor
e CAN unit 5 — Measurement unit for torque sensors

3.2. A design of data frames

For CAN-bus design is necessary know a dynamicsoatrolled system. The smallest time
response of data exchange in CAN-bus is ca 1 msfdster signals it is better to use another
transfer medium. Experimental stand of hybrid dhes 4 drivers with a tenth of a second response
time. The structure of data parts communicatinghés, transmission period and priority are shown
in Tab. 2. The highest priority is assigned to $faninformation from speed sensor to frequency
converter. This message is transmitted every 20T signals for control of hybrid drive have the
variable transmission period. The data frames deline byte for configuration of control units.
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Priority | Transmissionr The number| DATA1 | DATA2 | DATA3 | DATA4 | DATAS | DATAG6
period of CAN unit
1 20 ms 1 Ralice MNrealicE MNrealbrak Nrealbraki
2 - 2 Config Config RiicE NreficE Mieforake | Mrefbrake
3 - 3 Config Config Wepe N
4 - 4 Config Config Rtsc Eretsc
5 50 ms 3 e Inc
6 100 ms 4 Config Config & Esc
7 100 ms 5 Me Mice Moprake Mprake

Tab.2. The structure of data frames

The main control system will be replaced for depetent purposes very simple manual
control, where will be developed in LabVIEW in a stex PC. For communication between the
master PC and another control unit CAN-bus willused CAN-USB converter. From the main
program will be possible to transmit all signals.

4. Conclusion

The CAN bus provides a reliable communication betweontrol units, which are used as
basic buildings blocks of the structure of expentaé stand of the hybrid drive. Use this bus is
appropriate to the amount of data transmitted,irements for transmission speed and reliability.

The choice of communication method was the firsk tay implementation of control modern
methods on experimental stand of hybrid drive. Séeond task will be optimizing data frames and
verifying the functionality of the proposed solutio
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Abstract. The article deals with the design and simulatioDEQ (Quadrature Decoder) machine for
implementation in a programmable FPGA (Field Progreable Gate Array) circuit. The purpose research
activities of reliable QDEC machine in the FPGAhis incorporation of this model to control of tlobot. In

the first part of the article describes the pos$isfbof machine. In the second part are descrile state
machine diagram and the algebraic description@btthavior. In the third section of article areves the
selected results from the simulation of error-faed fault states machine.

Keywords: Reliability, FPGA, QDEC machine.

1. Introduction

In the electronic circuits can been changed ofsirdtied information influence induced
impulse or unwanted noise in transmision. In cirarse permanent or transient errors. These
errors are significantly lowers the operationaliatality of the circuit. Mostly it is the transient
errors, which are callefingle Event Upsets (SEUS) [1] or theSingle Event Effects (SEES) [2]. In
such cases there is a change of state in flip iGirouerwriting the memory cell or register. Such
errors are called transient because there is mogyemnt violation in circuit. The significant paft o
these faults is caused by cosmic rays or alphacfestpenetrating of casing components, or power
pulses that spread supply lines. For circuits mactufed production technology less than 65 nm
are SEUs much more than in the previous technaddgid?2].

Transient errors can have influence on correctWaehaf program, change of machine state or
change of memory data. Therefore the system mustkctine accuracy of the data so as to avoid
that incorrect information will be considered catren many cases, this could have catastrophic
consequences. Therefore the system must be redigtinansient errors. Effect of transient errors
on the circuit is shown in figure 1.

Fig. 1. Effect of transient errors on circuit which is iraplented in FPGA.

QDEC machine is working as a decoder of two inpighas of incremental encoder.
Implementing of QDEC machine with increased relighiwe are try to eliminate transient errors
in the machine.
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2. Behavior of a ssmple QDEC machine

QDEC machine is working as a decoder of two inpgas of incremental encoder. Signals
are shifted between each of +/-°9@igure 2 displays the output chann€dA and CHB, which
shows the change in the direction of rotation efittcremental encoder.

ceA L ) L L1 L L7 LI [

ce _ | | [ LI L7 LI L[_I |
Fig. 2. Output signals from incremental encoder.

We can generate from simple QDEC machine sigflLSE which determines number of
increments and sign&IRECTION which determines direction of rotation. Figurelbws input
and output signals from simple QDEC machine.

cha | L1 LI L_J | [ N N
CHB o 1 L L [ [ 1
Capiplinininipininiinininipininl
Direction |

Fig. 3. Input and output signals from simple QDEC machine.

3. Statesdiagram of ssimple QDEC machine

We can see in Figure 4 states diagram of errorsfraehine. From the state diagram is obvious
that they are not treated all possible combinatidvisen a failure occurs the machine is getting to
state which is not described. This reduces reltstof QDEC machine.

Fig. 4. States diagram of simple QDEC machine [3].

We are creating from Figure 4 states table and ubutgble (tab.l). StateSO to S3 are
composed of state variablesandz. Input vectors<1 to X4 contain input variable€HA andCHB.
00/01|10|11{00|01]10|11

X1| X2 | X3|X4[X1|X2|X3|X4

00|SsO| -|sS1{s2| -|| -] 1| 0] - - undefined states
01|S1so| -| - |S3|l0| -|]-|1
10|S2(s0| -| - |S3(1|-|-|0
11|S3| - |S1{S2|-|-|0]| 1] -

Tab. 1 States table and output table of QDEC machine

4. Algebraic description of QDEC machine

We are composed equation of output variableection (1), (2) from output table. States
variableZ; andZ, represent value of state in the next step.
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dir =7,.Z,CHACHB + Z,.Z, CHACHB + Z,.Z, CHACHB + Z,.Z, CHACHB (1)
we get after the adjustment:
dir =(z, XOR CHB)(z, XNOR CHA) )
We are composed equations of states variable ftata t&ble (3), (4).
Z, = 7,2, CHACHB + z,.z, CHACHB + 7,2, CHACHB + z,.2, CHACHB  (3)

Z, = 2,2, CHACHB + ..z, CHACHB + 7,.2, CHACHB + 7,2, CHACHB  (4)
we get after the adjustment:
Z,=CHA|z,(z, XNOR CHB)+ z,.(z, XOR CHB) (5)

Z, = CHBJz, (2, XNOR CHA)+ z,.(z, XOR CHA)| (6)

5. Fault state smulation of QDEC machine

It can be created simulation model of QDEC macliioen equation (2), (5) a (6) in Matlab
Simulink enviroment using the System Generator D&P toolbox. This toolbox is design for
simulation of programs for FPGA circuits. Figurestiows block scheme of QDEC machine. IRC
block simulating behavior of incremental encodérASE block represent state of machine and he
is designed from equations (5) and (6). LOGIC blooktains involvement of logic blocks from
equation (2).

5’
Channel & In
i | CHA Zi

System Channzl B = In CHB =2
Generator

e State Logic |_>

¥

Scope

Fig. 5. Block scheme of machine in Matlab Simulink.

Figures 6, 7 and 8 shows simulation result for reim@e operating, permanent fault and
transient error of QDEC machine. On the upper @isdisplayed output variabirection and
on the lower course is displayed input chan@Hg\ andCHB from incremental encoder. Figure 6
shows error-free operating of QDEC machine. Attt 10us and 2Qus was simulated direction
change of rotation of the incremental encoder.

irection

o

NN

1

S

o o

hl 1.5 =2 25 =2 25
5

w10

Fig. 6. Error-free operating simulation of QDEC machine.

In figure 7 we can see expj_gssions of a permameititdn the machine described in equation 7.
Z,=CH BL22 ./(‘zi XNOR CHAJ+ 7, {z, XOR CHA) )
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o o

IO

hl 1.5 =2 25 =2 2.5

Fig. 7. Permanent fault simulation on QDEC machine.

Figure 8 shows the impact of transient error witlation 1us on the machine with we are

simulated in a time of 1pis. We created SEU on the AND logic element whoniicated in
equation 8.

Z,=CHBIZ [z XNOR CHA* 7, (2, XOR CHA) ®)

Drirection

o o5 hl 1.5 =2 25

Fig. 8. Transient error simulation of QDEC machine.

6. Conclusion

As we can see on simulation results simple QDEChmacaepresented for error-free operating
almost ideal solution for scanning motor RPM. Daat$ simplicity, however, does not need to
treat fault states that may have catastrophic cuesees in some application. We proved in
simulation that this type of QDEC machine has aeoweliability. In a further continuation of
solutions we want to increase reliability by elimiimg fault states of QDEC machine using
methods of code redundancy respectively structbeaking. Today we can use both methods
whoes can be implemented in FPGA.
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Abstract. The paper deals with minimization of induction molmsses during direct vector control. The
losses in copper and iron can be minimized viarcbof rotor magnetic flux. An algorithm for optahflux
control is developed and verified by simulation.
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1. Introduction

The most frequently used motors in industry areiatidn motors (IM) [1]. If the efficiency of
such drives is improved then substantial energyngacan contribute to the improvement of
environment.

There are two ways of motor efficiency improvemdsdr newly constructed IM new design
techniques are developed [1]. However, for existiltives with variable speed and load, the
algorithms for calculation of the optimal motorxXlare widely used.

This paper presents method for control of the magfflex such a way that losses of induction
motor are minimized. If compared with classicattee control, where the value of magnetic flux is
constant, this method varies the value of magiiletkcas a function of speed and load.

2. Model of optimal vector control induction motor

2.1. Equivalent circuit and mathematic model

An equivalent circuit of IM for calculation of loss in the motor windings, iron and
mechanical losses is shown in Fig. 1 for one plods®! in synchronously rotating frame. The
resistances of RR- and Re represent stator losses, rotor losses and ir@e$o®spectively. ThesL
L, and Ly, are correspondingly the stator and rotor leakagadtance and magnetizing inductance.
The o; andw, are respectively the stator current frequency raor electrical speed. Theiigr
and ym and the |5 iqr and ym are the current of stator winding, rotor windingdazorresponding
currents to air gap flux for direct and quadrataxes respectively-axis [2].

To the electrical losses are addled friction loss done by (1)..

_ 2
P fo = wa Wy
where G, is of mechanical losses coefficient [4] (1)
Re  @bisles | Ly kv o ax(Lirigr+Lmiqm) R onbisies |, Ly obar R o(Lriar+ Lmidm)
VN M) D s o " R
: BN i . o BN °—': .O+ - +O. — -+
lds @1Lmigm far las @1Lmidm far
Uds idle¢ R'eidm¢+ Ugs iq'e¢ R'eiqm¢+
Lm Lm
a) b)

Fig.1. Equivalent circuit of IM for direct a) and quatire axis b)
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Dynamics of rotor-flux oriented vector control &l in d_q frame is described by following
equations, where (6) includes the iron losses [2]:

dld 1 dig
> = L_s [uds Rsigs — L dt —T+ w1 Ly lqm] (2)
dld 1 dld
= = =T [uds Rgigs — Lo, It —+ wL,, lqm] (3)
S
dl 1 di
qs L_ [uqs R lqs m % - wleidm] (4)
s
dld dld . 1 . .
d r = [ R lclr Lm dtm] lqr = _R_ws[l"rldr + Lmldm] (5)
T
w1 Lyl wq Ly,
igm = las + igr + —— igm = igs + lgr = — 5" (6)
Rfe Rfe
3 L
T, = 2 L, lqmlpqm (7)

2.2. Optimal efficiency control

The total losses of IM are given as:
2

T,
Ploss = Pcus + Pcur + Pfe +wa = (al + aszZ)l/)rz + a3¢_€2+ Cfa)-wrg
T
where a; = 5% ,a, = ——— E Ry A ey ©
4= n12, a2 = (RetRpe) ' 2 2 stR r+Rfe

Efficiency is defined as the output shaft powetatial input power of induction motor [3].
w, T,

- ‘re 9
7 Ploss + ere ( )

Following formula as a function of IM speed anédotorque [3] can be derived for rotor
magnetic flux,y,, to achieve the maximum efficiency:

¥r = (a + a2w2)4 (T. )2 (10)

From Fig. 2 can be clearly seen that to achieve maximum eficy of the motor theotor
magnetidiux, ., should be adjusted as a function of re@ed», andloadtorque,T..
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Fig.2. The losses of IM as a function of rotor flux #fetent speeds and different load torque as pat@me

3. Simulation results

The algorithms of IM losses minimization was vexfi by simulation model of vector
controlled IM shown in Fig.3.
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Fig. 4. Functions of angular spead, and electrical torque,.bf vector controlled induction motor.

To verify overall energy savings the algorithm vt vector control with a constant magnetic
flux and IM vector control with the optimal magretiux were compared. Parameters of IM are as
follows : R=2,876Q; R=2,654Q; L,=319 mH; Ls=10,75mH; 1,=10,75 mH; R=321Q;
Wn=0,897 Wb; p=1420 rpm; W=380V:; R=2,2 kW; =50 Hz; T,=14,8 Nm; J= 0,0423 kgm
Ci,=0,005. Induction motor speed up into rated speed 1 s and at t=1,5s load torquesadl
=10 Nm is applied as can be seen in &ig.

From Fig. 5 the functions of efficiency and lossé$M can be seen. Overall efficiency of the
motor was increased by 4% if algorithm taking iat@ount optimal rotor flux was applied.
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4. Conclusion

The paper described a method for induction motesde minimization taking into account
machine speed and load torque. The method waseimgpited for vector control of IM and
compared with constant flux control. Simulatiofg.;mew optimal flux control conform possibility
to increase efficiency of IM by 4% which can briiog long tern service substantial energy savings.
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Abstract. This article deals with design of microwave sesasfar biological tissue dielectric properties
measurement using metamaterial structure. A sethssign concept has been projected using split ring
resonators (SRR). This paper presents two diffezenstructions of sensor. First sensor is desitpyaasing
four identical split ring resonators. The seconddtire contains four different split ring resomatahich

are constructed to have different resonant fregasrand are decoupled from each other. In the pager
introduced numerical simulations of scattering paters for above mentioned sensors without and with
biological sample placed on the top of split rimgonators. The frequency shift of one individuabrent
peak indicates the dielectric properties of theestigated biological sample.

Keywor ds: Biological tissues, dielectric properties, metamats, sensor, split ring resonators.

1. Introduction

Metamaterials are artificial structures that candbsigned to exhibit specific electromagnetic
properties not commonly found in nature. Metamatgrmwith simultaneously negative permittivity
¢ and permeabilityu have received substantial attention in the sdienand engineering
communities, because their unique properties hdleved novel applications, concepts and
devices to be developed. Various metallic strustumee used as metamaterials to achieve certain
unusual characteristics which are suitable foredigic properties measurement sensor design
suitable for high frequency applications, such agrowaves. Generally the fundamental
electromagnetic properties of metamaterials anghysical realization of these materials could be
reviewed based on a general transmission line appr.-2].

In this paper we describe the approach with implaaten of metamaterial structure over
design of sensor for permittivity of biological spi& measurement in order to achieve the effective
noninvasive method in microwave frequency regiondilectric properties of biological tissues
detection. Organic tissue contains many inhomodgieseiespecially when the abnormality like
tumor is presented. Progression of metamateriadasencan provide useful array for cancerous
diseases detection.

The paper is organized as follows. The paper ptesére theory behind the principle of
operation of the metamaterial sensors. Next siradlatsults for two different metamaterial sensors
without and with placed biological sample are pnésé. In the end of the paper there are given
some conclusions.

2. Theoretical consideration

The network topology of the sensor can be derivedhfthe theory of planar metamaterial
transmission lines. The currently available aridficstructures are realized by using planar
structures with specific topology iy plane. Metamaterial structure used for the seososists of
arrays of unit cells of split resonators which weesigned by Pendry et al. [3]. The resonators
consist of a periodically LC-loaded transmissiaoreli
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Fig. 1. Unit cell configuration for a) left-handed, b) highanded transmission line.

The line characteristic frequency is subsequerdfindd

_ 1
“ e (1)

There is a stopband for the LH-line belew/2 and above @&, for the RH-line. The resonance
condition for both line types is

A =nn, (2)
wherel is the physical length of resonator ghdepresents the wave number. For the LH-line
resonaton values are attributed to negative numbers, folRHeline resonator to positive numbers
[4].
For measurement accuracy the resonance qualitpréaG are of particular importance.

Assuming that the inductor and capacitor have gugdictors ofQ_. andQc respectivelyQo factor
for all harmonics and both line types is

Q, = QQc

QL+t Q 3

2.1. Split ring resonators

Split ring resonators (SRR) are structures havirang response on electromagnetic field. The
overall SRR can be represented by the equivaleatitiof a resonator. The band gap in the SRR
transmission spectrum is produced by either magoetelectrical resonances caused by the charge
distribution of the incident field. The magneticsomance is obtained mainly because of its
capacitive components. When the sample is placdtietop of sensitive area, it causes the chance
of the capacity and subsequently the resonant émxu of the subsistent ring is shifted. By
changing the dimensions of gap, inner or outer ongy introducing additional splits, the magnetic
resonance can be influenced.

If it is possible to control the resonance of ealdment of the SRR array, the investigation of
sample can be carried out. SRR are projected $athitie outer splits are opposite to the line. If a
sample, e.qg. biological tissue, interacts withdheer split of a SRR, it changes the capacity due t
change of the effective permittivity [3-5].

3. Numerical ssmulations

The physical implementation of the transmissiom lsensor was carried out with the help of
the software package CST Microwave Studio whicuisable for modeling of planar structures.

As shown in Fig. 2 two different prototypes wermglated. In microwave frequency region
there is more types of metamaterials which couldged as a substrate of the sensor. According to
requested frequency region and very small dimegsidrsensors and resonators they were built on
Rogers RT/Duroid 6010 with permittivity = 10.2 and a thickness h = 1.57 mm which proved th
better simulation results as the other one (Rogér®uroid 5880).

On the bottom side of the structure there is plagexind plane with thickness im. The
major design objective was the line impedance of250 0 achieve the line impedance S0the
length of the structure and transmission line 56 wes selected. The width of transmission line is
2 mm. This values were calculated in software T06lline.
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Both prototypes consist of 4 SRR with constant lield® mm. The structure is a microstrip
design and the sensitive area corresponds to thefghe outer rings in each unit cell [4]. Distanc
between SRR was selected 1 mm and was numericaiifyjed not to cause the change of resonant
frequency by its neighboring rings.

The first structure contains 4 rings with identiggbth 10 mm. The second one contains 4
rings of different widths from 8 to 14 mm.

BN HE

PORT2 pORT1 PORT 2

b) b)
Fig. 2. Structure of sensor based on split ring resona#drslentical width of rings, b) different widtli ngs.

The results from the static simulations for TEM raagle shown in Fig. 3. The structure is
inserted in an air box along, there are maintagledtric boundaries only imnegative direction. As
shown in Fig. 3 the small dielectric brick of bomath permittivity ¢ = 12 and dimensions
1.5¢1.5x0.5 mm was placed on the top of the ring gap (& ¢hse the second ring).

PORT 1

SAMPLE

Fig. 3. Position of the investigated sample on the togptif ring resonator.

The sample placing on the top of ring causes tlaa@h of capacitance and subsequently the
shift of the resonant frequency in comparison wethpty ring gap. The relative permittivity
determination is based on the extraction of saatigparameters (S-parameters). When the pulse
reaches the biological sample it sends a refledignal at a specific time. At the beginning of the
measurement the system calibration using samplés well-known dielectric properties is
necessary to specify permittivity dependence camdewith resonant frequency. Subsequently the
unknown sample is investigated and from the comsparbf delay and amplitude of this pulse the
relative permittivity of the sample can be detected
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Fig. 4. Shift of the resonant frequency after placinglifidogical sample for sensor with identical widthrimgs.

On the Fig. 4 can be seen the shift of the resofmaquiency and change of peak amplitude after
placing the bone brick on the top of ring gap femsor with identical width of rings. If the widtl o
split ring resonators is identical, it has the sags®nant frequency and can be seen only one peak.
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Fig. 5. Resonant frequencies for a) empty, b) with bomepda perturbed sensor with different width of rings

Fig. 5a) displays the,gparameter for empty sensor containing 4 SRR wittiwof rings from 8 to

14 mm. Different width of resonators entail differeéesonant frequencies. For this reason on the
graph there are depicted four peaks separateccbgstant distance. On the Fig. 5b) there is shown
the S$; parameter for the same sensor after placing tine lboick on the top of second ring gap.
There is discernible peak shift and amplitude ckafty second peak in the order given which
correspond to resonant frequency of second SRRewther sample is placed. From the resonant
peak it is clear that the bone has higher losdes.résonant frequency can be detected and Q factor
and permittivity can be calculated.

4. Conclusion

In this paper the numerical simulations of two mmgerial sensor structures for biological
tissues dielectric properties detection were pitesermhe sensor structures were created using split
ring resonators which could be due to their smafiethsions important for developing very small
microwave devices mainly for medical applicatiolmsthe future by using metamaterial split ring
resonator sensors the presence of inhomogendity itissue can be noticed which could be used in
cancerous diseases diagnosis. To show the prinoflbiological tissue dielectric properties
detection using metamaterial sensor was used kBnpls. From the frequency shift the dielectric
properties of sample can be detected. In futurekwibe experimental measurement would be
performed and measurement results with numericallstions results compared.
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Abstract. The management of grid connected energy sourcemtign is of a crucial importance for
successful use of renewable energy sources. Thasaable sources, storage devices and controltzduds
are grouped into virtual power plant (VPP). Thipgrapresents development of dispatch algorithmdase
control of renewable energy sources to meet deroftite grid. Algorithm is based on principle of t&an
tree which is based on some constrains correspgmdth particular power generators.

Keywords: renewable energy resources, dispersed generdiiturgl power plant, dispatch algorithm.

1. Introduction

Distribution grids are facing tremendous challendaee to several factar&mong them, the
most important is the increasing penetration oftriiated Energy Resources (DERS), especially
those based on renewable energies [1]. Followiegatly in which the power system has evolved
from conventional structures into structures witbrendispersed energy generation, some basic
problems can be pointed out. In conventional posyastem the energy generation takes place in
central units. Energy is transported through trassion systems to distribution systems, where is
distributed to consumers. The energy flow is omedfional and the system structure corresponds
to a “top-down” structure. Disadvantages of thisidre are that the produced energy needs to be
transported through long distances from generdataonsumption points, which is connected with
high costs and energy losses. Dispersed generfédiG), based on renewable energy resources
(RES), was introduced as a solution to reducertipact of that problem [2].

Nowadays, in distribution systems, DG units areniyainstalled at a low and medium voltage
level. Due to the stochastic character of RES ahijla number of installed DG new problems are
arising, like change of power flow direction, owatling of lines and other system elements, or
overvoltages, balancing of power system and frequenntrol. In order to balance the generation
and consumption of energy new solutions were iniced, like network security management
systems (NSM), energy storage systems (ESS) aravigower plants (VPP). In this paper the
structure and the dispatch algorithm of a VPP belldescribed [2].

2. Virtual Power Plant

A virtual power plant is a cluster of dispersed gramor units, controllable loads and storages
systems, aggregated in order to operate as a upmwuer plant [2]. The generators can use both
fossil and renewable energy source. The hearti?Ris the dispatch algorithm which coordinates
power flows coming from generators, controllablads and storages. The exemplary structure of a
VPP is shown in Fig. 1. The dispatch algorithm oaerate according to its targets which can be,
for example, the minimization of generation costsnimization of production of green house
gasses and maximization of profits. In order toi@ah such targets the algorithm needs to receive
information about the status of each unit on the dand, and on the other hand forecast -
especially for renewable units like wind and phattaic (PV). Furthermore, the information about
possible bottlenecks in the grid plays a relevatd m optimization process of the VPP operation.
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Due to the fluctuating nature of renewable enemyces, the prediction of energy production is
not an easy procedure. Actually, for wind park, dag ahead forecasting errors are between 9 and
19 % [2]. Due to such errors, power networks withigh penetration of renewable energy sources,
can easily have bottleneck and balancing problems.
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Fig. 1. The exemplary structure of virtual power plant

3. Problem formulation

In this paper we suppose that we have generatimcea®s with following characteristic:
* Wind energy — Nominal power;Ry = 1000 kW.
* Photovoltaic panels — Nominal powep, B 800 kW.
e Pumped hydro — Nominal power; = 100 kW.
* Biomass — Nominal poweripg = 500 kW.
» Battery storage — Nominal powel;,P= 200 kW.

The VPP is operated with connection to the gride Tprimary objective of dispatch
optimization algorithm can vary. For example, ecui® optimization can either aim to
minimization the cost of producing energy or maximg profit of the VPP [3].

Operational optimization described in this papemiainly focused on providing electrical
energy for grid in the VPP control area with prafthieved from selling of energy.

3.1. Constrains

There are two distinct levels in the control otwal power plant [4]:
e Dynamic control, which deals with the control obduency and magnitude of the
output voltage of system.
» Dispatch control, which deals with the flow of egerin the system from various
sources to grid.
The dispatch algorithm determines the energy flins various sources like battery storage
and different types of renewable generators towtrelgrid.
Other constrains:
* Wind and photovoltaic energy are free and shoulddsel as often as possible.
e Operation of pumped hydro plant is only possiblesome time, after the depletion of
water energy is not available.
e Operation of biomass power plant is possible onlyange of (50% to 100%),E, at
lower range the operation is not profitable.
* Battery can operate in range of (20% to 100%) Staharge (SOC).
¢ Pumped hydro plant should be operated more than@®fyer
« Battery is used in case if options of other rendevaburces are exhausted.
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4. Dispatch algorithm

First part of decision tree:
Algorithm starts with condition (1):

I:)dem 2 PWind + va ' (1)

where Pgemis demanded power,
AP is deviation betweeBying + Ppy andPgem
Pqetis the deficit power.

If (1) is true, the next condition is:

P, =2AP>05[R, (2)

If (2) is true then biomass generator is startindgZsP = Py, .
Else, the next condition is

I:)bio + Pwater 2 AP > I:)bio. (3)
If (3) is true, the next condition is
I:)bio + 03[ Pwater < AP & & Pwater > 0 . (4)

If (4) is true then following is validP = Py, + Pyater -
If the second part of (4) is not true 8@C= 20% then valid following

AP =R, + R (5)
elseSOC< 20% then valid followin@\P = Ppip + Pgef .
If the first part of (4) is not true then
Izzaio < AP < RJiO + 03[ I:)water. (6)
If (6) is true and5OC= 20% then
AP =R, +R.. (7)
If SOC< 20% && Pwater> 0 themp = Pb|0 + Pwater,

If either (6) is not valid, theAP < Py, andPy;, should start. Else will be deficit of power.
If (2 and 3) are not true then following conditisnvalid

AP >R, + Piaer. (8)
In this case four alternatives can occur:
1. Puater> 0 && SOC = 20%thenAP = Pyjo + Pyater + Pbat
2. Puater> 0 && SOC < 20%thenAP = Pyio + Puater + Pgef,
3. Puater= 0 && SOC = 20%thenAP = Ppig + Ppas,
4. Pyater= 0 && SOC < 20%thenAP = Pypig + Pget.

The last main condition which can be possible i@t part of decision tree is

AP < 05[R,, (9)
And if AP > Py there are also four alternatives for this case.
1. Puwater > 0 && SOC = 20%thenAP = Pyater + Ppas
2. Pwater> 0 && SOC < 20%thenAP = Ppip Or AP = Pyater + Pget,
3. Puater= 0 && SOC = 20%thenAP = Py, OF AP = Py

4. Puater= 0 && SOC < 20%thenAP = Py, OF AP = Pgey.



If 0.3Pwater< AP < Pyater && Puater> 0 thenAP = Pyater
else the second part of condition will Bgyer= 0 && SOC= 20%
thenAP = Ppat.
else ifSOC<20% themP = Pget.
If AP < 0.3Pyater&& SOC= 20% thenAP = Ppy,
else ifSOC<20% them\P = Pger.
Second part of decision tree:
If (1) is not true then is valid following

I:)dem < PWind + Ppw . (10)

If AP > Pyater + Ppat fOUr cases are possible:
1. Puater> 0 && SOC= 100%then surplus power is offered in the market,

2. Puater> 0 && SOC < 100%then charge surplus power in the battery,
3. Puater= 0 && SOC= 100%then water is pumped through,
4. Pyater= 0 && SOC < 100%then charge battery and pumped water through,

else

Pwater < AP < Pbat & & Pwater > O (11)

If SOC< 100% then charge battery,

else ifSOC=100% then surplus power is offered.
If the second part of (11) is not true then v#didier= 0 and then surplus power is used for pumping
water and ifSOC< 100% then it is used also for charging battery elsergy is offered in the
market.
If AP < Pyaer&& SOC< 100% then charge surplus power in the battery,

else ifSOC=100% then surplus power is offered in the market

5. Conclusion

At present, control of renewable resources astaalipower plant seems to be a right concept
due to the increasing number of dispersed generalibe concept of VPP was developed to
enhance the visibility and control of system oparatand market actors to DERs by providing an
appropriate technical and commercial interface betwthese system components.

This paper describes simply dispatch algorithm BP\bperation. This operation strategy will
be verified when models of all parts of VPP will lingld.
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Abstract.

This article is about electromagnetic effects amsgformer winding. It shows dimension of force dagiby
short-circuits and how this force is created. lapdys are shown basics dependences for transfonddtsa
dimension (its power) and arosed forces. In the isedealing with transient actions at overvoltagdere is
showed how can overvoltages be created and howdwag/oltages are take time. Third part of artisle
focused on measurement method. This method is rpedfdor testing big transformer. In method are
described frequency ranges and possible explaitatichis method. Conclusion is proposal for nesding

of this issue.

Keywords: short-circuit, electrical forces, measurementngfarmer, winding, current, electromagnetic
effect.

1. Introduction

The state of the transformer insulation dependmany actions. These actions have effect on
transformer over time. So the insulation of thesfarmer is not only liable to ageing. In this pape
are inscribed some actions affecting on transformeding and ultimately actions affecting on
transformer insulation. First we describe basiogmnt actions in transformer and then we adduce
non-invasive method for insulation defect on whagplication | am working.

2. Short-circuit on output winding.

Short circuit of output winding in transformer isikpair state. At its calculations we usually
suppose that his input voltage doesn’'t decreasmdfiormer is connected on so called hard
network). Short-circuit means big dangerous forttaasformer. At short-circuit high currents flow
across the transformer, which not only heat thesfi@mer but they create electromagnetic forces
too, which can be the reason of damage of trangfowinding.

Thermal ageing of transformer oil is caused by ll@s@rheating, when molecular movement
reaches so intensity, that labile binding betweetenules start disengaging. There are gases which
are created by the dissociation of transformeop#olid substance too (e. g. crystalline carbon or
coke) which had degrading effect on insulation. Big process has no effect on degrading oil [1].

Transient action in small transformer responsekiigg the one flick. In huge transformer it is
during 6 to 7 oscillation. We define the time a$pense of transient action from (1) where Lk and
Rk is inductance and resistance of transformehantscircuits.

£ a3l (1)
=3
Although transient action is short, is big dangerdar winding. Electromagnetic forces

effecting on the individual conductor of windingeagiven conjunction of inductance of stray flux
and current in conductor.
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Fig. 1. Relation between inductance B, current | and edetagnetic force F.

At normal loading of transformer the forces effegtion wires are small. For example at
current | = 75A and inductance B = 0,2T the foce |

F = 0275=15Nm™ (3)

This force can’'t deform insulation of coil windings you can see. At short-circuit B.i rise in
proportion to ¥ and in the moment of the biggest value of curréarce F rise K times. On the
figure 2 is showed the biggest current in the woestes. It reachesy k 30 and more. So force F
can rise on almost 1000 times. This is force alm&sD0O0N. This force can destroy insulation very
simple even further transformer winding too.
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Fig. 2. Dependence of the biggest short-circuit currenth@nnominal current amplitude in dependencadnd;—’; [3].

3. Transient actionsin transformer winding at overvoltage.

The transformer work in operation with normal cdimh is a sinusoidal voltage of nominal
frequency between separate parts of its windinglstdieen a winding and a grounded tank. If is
correctly designed and manufactured its insulatiois, voltage is safe for the transformer.

Transformer in operation is often given to a vodtafects, greatly crippling normal working
voltage with another frequency and shape. In etesyistem on which is transformer connected, is
often created overvoltage; that can be effect afmab working operation (turn on, switch off
transformer or electric line) or state of disrepawhich are created in electric line (for example
short-circuit, intermittent arc connection with gral in network with insulated neutral wire etc.).
Overvoltage can be created by a straight strokiglatning to the electrical line or pole and alfo a
indirect lightning discharges which are inducediiine wire of electromagnetic wave with a high
voltage.

! coefficient of dependence of the biggest shortuiircurrent on the nominal current amplitude (9.
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Overvoltage has a character of short-time eleqititses or periodic waves. There can be
created electromagnetic waves with different freques, because the system includes inductions or
capacitances.

At free oscillations can arise dangerous voltagecvlare dangerous not only for winding
insulation towards ground but also for insulati@tMeen adjacent coils and windings too. The most
dangerous stress is on the insulation of the ¢ods and windings eftsoon of initial voltage osffa
decrease of voltage in case of “trap wave”. Weassessment trap wave as a superposition of two
aperiodic waves with different polarity, which gonsecutively provided the second wave has
abrupt leading edge [2].

Small electric discharge can be created at ovegelt At plain electric discharge the
temperature of oil rise. This temperature is movargund 100°C (x20°C). In this case the
hydrogen, which is product of aromatic hydrocarbermrrgleased. At 160°C (£40°C) temperature is
possible to observe hydrogen, marsh gas and ethyléve can proceed to create higher
hydrocarbons like acetylene or clear crystallingoa in those two cases (it is created at 1000°C).
We are able to determine the palette of the vargases with this method. So we can predict the
size of currents (ultimately electrical dischargeslich was overramy transformer in backward
assumption. Here we can see relation betweenr@beagnetic effects and transient actions at
overvoltages.

4. SFRA method.

Because the consequence of the electromagnetgsasrand transient actions at overvoltages
are the same we need some diagnostic method fectdbeir consequences.

SWEEP frequency response analysis is a sensitagndstic technique for detecting changes
in the electrical characteristics of power trangfer windings. Such changes can result from
various types of electrical or mechanical stregsbgpping damage, short-circuit forces, etc.). The
test is non-destructive and non-intrusive and caruged either as a stand-alone tool to detect
winding damage, or as a diagnostic tool combineith wther tests (e.g. insulation power factor,
frequency domain spectroscopy (FDS), insulatiomstasce, winding resistance or dissolved gas
analysis).

10|
20]...]

30| -

Magnitude [dB]

50 }----

60|

-70!}----

10 100 1k 10k 100k 1M
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Fig. 3. Measurement of HV winding on transformer using 8FRethod [4]

»
»

5. Conclusion
Seemingly basic transient actions which are rundingng transformer operation intervene to

state of insulation in various difficult steps. Hove it describe the transient actions have differen
basis but the effect on insulation is similar. V. develop methods for revealing of her damage.
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On basics of these methods (such as FDS for examvplean monitor the state of the transformer
in operation which has big meaning for operation.
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Abstract. The paper deals with design analysis and syntloégi@wer resonant filter used for creating of
sinusoidal voltage for sensitive load. The filtesishto remove higher harmonic components from the
supplying voltage to reach the harmonic distortimnghly 5% in the whole range of the load (0-100%je
LCLC filter can be supplied from either single-pbasltage inverter in full- or half- bridge connect, or
from simple DC/DC buck converter. Non-symmetricahttol causes higher contents of the harmonics, odd
and even ones. Simulation results based on desigaaneters and worked-out from Matlab and OrCad
models confirm good quality of output quantitiesltage and current.

Keywords: LCLC resonant filter, transfer function, Fourierafysis, Bode diagram, transformer ratio

1. Basic Connection of LCTLC Converter with Output Resonant Filter and
Transfor mer

In case of demand of the harmonic sinusoidal veltiy critical load, it is necessary to use
some of resonant filter types. One of suitable &.C type tuned to basic harmonic [1], [3]. The
LCLC filter can be supplied by either single-phasdtage inverter in full- or half- bridge
connection, or simply from DC/DC buck converter.[Because of non-full-bridge connection of
the converter the voltage transformer has to bd t@mancreasing of output voltage, Fig. 1.

BatteryiU J e T
}7
ﬁf ng -2 D Load

Fig.1.Schematic diagram of LCTLC converter with outpigaant filter and transformer

1.1 Non-Symmetrical Control of the Converter with Output Resonant Filter and Transfor mer

Output voltage of the converter comprises also D@monent with is captured and separated
by C1 capacitor. Beside this DC voltage componantle chanced due to controlled duty cycle of
converter during battery voltage changing. Non-swtmimal control causes higher contents of the
harmonics, odd and even ones [3], Fig. 2. Usingrieowanalysis one can derive relation (1) for
basic harmonic amplitude of output voltage of catere
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% - g,/l— c0s@)....... (: %Sin(ﬁ/Z)j (1)

WhereUivg is magnitude of fundamental harmonic dependingatage pulse widtf3
U maximum value of inverter input DC voltage
[ voltage pulse width in the range of 0-180 °el..dedperea = 1t- a, and
a control angle oriented from end of half-periodhe end of positive voltage pulse.

B =165
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Fig. 2a,b.The output voltage of the converter with non-synrinat control 165/180°el (a) and its harmonic caomte
without filtering (b) [3]

2. Design analysisand Synthesisof LCTLC Filter Parameters

2.1. Design of L1C1 and L 2C2 parameters

Resonant frequency of L1C1 and L2C2 should be @ngesas basic fundamental frequency of
the converter and is requested by load demandf&aSed on Thomson relation

1 1 . 1 1
Opps = /E = /Eor, respectivelyL; @,.; = P Lyyes = p— (2)

where weds equal 2ix fundamental frequency of the converter. Theorbyicay.d 1 and other
members of (.) can be chosen from wide set. N@xteed nominal voltages and currents of the
accumulative elements we take value of the nonazal (Kioad). Then

u;

k

Uz [—11— 3(a,b,c,c,d)
k

k quality factor is ratio of component impedangelLk,C; and G to load impedance.
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Nomograph L1 Q=1

Inductance [H]
Voltage [V]

0.5

Angle frequency [rad/s]
Fig. 3.Nomograph for determination of, inductance knowing frequency, voltage and powehefload

2.2. Voltage Transfer Function Deter mination

Transfer function is defined as ratio of outputtagk to input voltage, usually in Laplace form.
To determine it one need to know impedance of seaad parallel part of the filter including
transformer, Fig. 4.

R1 1 L1 1 C1 Ro Lo 1:N
Q—/\A/\/—W—{ }_/\A/\/_/YYY\
U2 U2 — U2 - —
_ + c c
0 o — -U/2 L I—m RFe I—22 CZ R22 RIoad
O

Fig. 4.Schematic diagram of LCTLC converter with outpigaeant filter and equivalent circuit of transformer

The leakage inductande of the transformer can be added to series indoetany of LCLC
filter as well as the sum of winding resistan&es andR; creates resistand®. L, is magnetizing
inductance of transformer angdRepresents iron losses in transformer. So,

R=R;+R,;

RZ = RFe + I:\>22+Rload

L=L,+L, 4(a,b,c,d)
L =L,*+L,

For transfer function then we get (in the Laplamar)

1 C, + p°LC, +1 p2+pRi+Llc
+ +
Zl(p)=R1+pL1+—:Zl(p)=Rip 17 P oy ' Z(p) = L LG
pC, pC, 1
"L
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& }/Rz-l_ g+}/p|-z pl%?z+p2L2Q+l P+ p@"‘@
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Output voltage of the filter can be expressed aslymt of input current and Z2 impedance.
Since input current is input voltage divided byatoimpedance, the output voltage is ratio Z2
impedance and total impedance times input voltdgdinally one get

o
2

Z() 1
p2+p@lca

pzi
U _
1 1 1 1 1
YO g B Dyt L L Ty 1R
L RG LG L1 RG LQQ L1C; LGRG LleC; L&LQQ
Using Bode (f) MatLab function is possible to present the vadtdagansfer function in graphical
form as Bode diagram. For designed parameters
R;=0.01Q; L;=0.0228 H;C,=444e-6 FL,=0.674 H:C,=15e-6 F;R,=211.6Q; U,=v2.24 V,
U,=325V, r=9.57
the magnitude- and phase- characteristics of thagetransfer function in frequency domain have
been obtained, Fig. 5.

_U(®

U= 0

ZP=UPE

(6)

Bode Diagram

o
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\
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-180 0
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Fig. 5. Bode diagram of voltage transfer function (4)ffondamental frequency of 50 Hz

Based on worked-out diagram it can be investigabpgaties of the filter in greater detail (quality,
sensitivity, bandwidth, THD). There is shown in F&p,b and 7a,b good quality of filter output
voltages.
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Voltage [V]
Voltage [V]
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Time [s] Time [s]
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Fig. 6a,b.0Output voltage kbf thefilter for 180 deg.(a) and 120deg. (b) oflspuwidthSof the inverter output voltage

Harmonic Analysis ~ Beta=pi Harmonic Analysis  Beta=2pif3
12 12
1 1
08 08
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0z 0z
0 - 2 -
0 200 400 GO0 800 1000 1200 1400 1600 1600 2000 0 200 400 GO0 800 1000 1200 1400 1600 1600 2000

Frequency [Hz]

Fig. 7a,b. Harmonic analysis of output voltage fér 180 deg. (a) and 120 deg. (b) of pulse wiAtbf the inverter
output voltage Y

The total harmonic distortiomHDof output voltagelJ, can be 5 -10 % in dependency onquality
parametet from the range of 1 to 2.
2.3. Transformer Ratio Calculation

When battery voltage and output voltddeand frequency of the filter are set then transtarm
ratio can be calculated. Based on (1) the effediiR@&IS) value of the fundamental harmonic is

determined
_ Vo
U, = FUsm (g) (5)
So, transformer ratio will be
r=1:N= 2 (6)
Uz

Transformer design is in detail described in pag@ér During charging and discharging of the
battery the value of the first harmonic of the mmnvoltage of the transformer is controlled to be
constant.

Then voltage pulse widtBshould be
. U,
p = 2arcsin (m) (7)

Dependency of battery voltage on voltage pulsewitibf the inverter (and vice versa) is shown in
Fig. 8.

63



2
UlUmljh'9
[pul g
1.7

1.6

15

1.4

1.3

1.2

11

1

0

Fig.8.Dependency of battery voltage (p.u.) on pulse wjgththe inverter output voltage
The operating range of battery voltage is suppa2€d% -30 %.

3. Conclusions

Design of LCLC typepower resonant filter parametengresented in the paper.The filter has to
remove higher harmonic components from the supglyoitage to reach the harmonic distortion
roughly 5% in the whole range of the load (0-10@oéntrary to [3] simple DC/DC buck converter
has been used as power supply. Non-symmetricataiaftthe converter makes it possible to hold
the value of output voltage to be constant. Voltigesfer function has been derived using Laplace
transform and Bode MatLab command.Simulation resbiised on designed parameters and
worked-out from Matlab and OrCad models confirm dyogoiality of output quantities (Fig. 6a,b.),
voltage and current.Harmonicanalysisof outputva@tgoconfirms thegoodquality of LCLC filter
(Fig. 7a,b.).
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Abstract. The paper deals with power electronic two-phaswmnurive system with two-stage converter and
PMSM motor. The proposed system consists of twgestaonverter comprises: input resonant/boost
converter with AC or DC output, two-phase matrixigerter commutated by HF AC input voltage or VSI
inverter, and two-phase synchronous motors. Sushstéem with AC interlink, in comparison with cuntly
used conventional system configurations featurgmad efficiency of electronic converters (due tdt so
switching of both converters) and also good torouerloading of two-phase AC synchronous motors émor
than 3-times). Results of simulation experimengsgiven in the paper.

Keywords: Two-stage electronic converter, resonant LLC camevedirect matrix converter, two- phase AC
motor, computer simulation.

1. Introduction — Basic Concepts of Two-Stage Power Ettronic Converter
(PEC)

The concept of classical AC controlled electricvdris based on PEC feeding AC motors
(synchronous or induction ones). Usually, 3-pha&? Mverter and 3-phase AC motors are used.
There is shown as example for electric vehicleafl in Fig. 1.

IM/SM

=L BOOST ! VSI
T T

Fig. 1. Block diagram of electric drive with boost conegtDC link, 3-phase VSI inverter and 3-phase AGan{].

In case of AC network supply (industrial-, home la@pyres) the first stage can be created by
increasing or compensating rectifier with powettdacorrector (PFC), Fig. 2.

' Bt
T
Js e L 45 B Va L

S SRR

Fig. 2. Increasing rectifier with compensating PFC coweat full-bridge (a)- and half-bridge (b) connexts.

-

In spite of good properties of three-phase systeéhes2-phase propulsion system offers also
some further advantages. Such a two-phase systeatedeby much higher transferred power (2.6-
times) and by better utilization of semiconducteitshes (~ 2-times), [2], [3] under the same input
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voltage. There is no need a boost converter, siheephase voltage of each of single-phase
inverters is exactly 2-times higher that of 3-phaseerter phase voltage. Also, 2-phase AC
induction motor has starting torque 4- times higihan nominal one [4], since 3-phase motor just
one. Two single-phase inverters instead of one&@lnverter have, of course, drawback of higher
number of semiconductor switches (8 instead 6).r8fbee, there are in the next text, presented
further modification of two-phase converter systdm neglect or to decrease mentioned
disadvantage.

The first change is using of half-bridge connectidmere number of semiconductor switches is
just 4 instead of 6. Its phase voltage is equalttase voltage of three-phase connection. For the
first (fundamental) harmonic component

g AU _ 2 V2

1FAZ_7_[2\/'2 _TL'\/E DC — T

the same value as for 3-phase VSI inverter, butbaunof phases is 2 instead of 3. So, when
increasing DC voltage by the value\i3/2) (~22 %) the output power will be the saménasase

of 3-phase system (‘cause power is related to squaue of voltage). Contrary to [2], [3], a new

point of view is using of synchronous AC motor e®d of induction one as referred in Chap. 3.
Basic block scheme of converter chain is depiatefeig. 3.

AC/DC
e _LP( 2-fiz, R L
—| ==c | vsI N

Fig. 3. Block scheme of 2-stage 2-phase converter chamWsl inverters in half-bridge connection and RI4&M
load.

Upc

Power circumstances under RL load are shown i Fig.
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Fig. 4. Time-waveforms of instant first harmonics actiever of 2-phase converter (a) and instant powghake
voltage and first harmonic current (b) under RLdloa

Output power of 2.phase converter under RL load is

VZ\' 1 aui
Sop=21—U —= = V.A
2F (T[ AB) |Z| T |Z| [ ]

thus just 2/3 of 3-phase converter power. For regchf full power is necessary to increase DC
voltage to the value
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2. Designing Two-Stage PEC

2.1.Choice of the First Stage Converter

There are some suitable types of converter whichbeaused as input part of 2*stage converter
system:

- switched mode converter, Fig. 5a,

- resonant pole converter, Fig. 5b,

- resonant LCC converter, Fig. 5¢

- asymmetric duty cycle converter, Fig. 5d.

Vae L 46 .3 4 & T L

|||+

| 2

‘%: qu " 4L/. X = L

Fig. 5a,b.Principle circuit diagram of switched PWM (a)- ardonant pole (b) inverters [7] in half-bridge ceation.

_”5 J‘g 4 Jé(‘.l

I L
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“ 7 (2xMXC) 1t
WET fo

Fig. 5¢,d.Principle circuit diagram of resonant LLC (a)- asiymmetric duty cycle (b) converters [8] in halfelge
connection.

|||+

|||+

Evaluation of these four types is done in [8]:

Switched Mode Converter: PWM switch mode converters have among the lowestwction
losses of all the converter circuits. On the dowde,sPWM converters are “hard switch” circuits
that suffer from high switching losses, which linieir usefulness at high frequencies.

Resonant Pole Converter: Resonant pole or phase shift converters also svatstiessly, and
their operation seems in many respects to mimi¢ckwnode converters. The one feature they do
not mimic, however, is the low conduction loss @fitsh mode converters. This fact is an
undesirable result of the freewheeling idle currequired to flow in the primary side circuit dugin
the dead-time between conduction intervals.

Resonant LLC Converter: The undesirable switching losses of switch modevedars lead
designers to the resonant class of converterselimtnate switching losses, opening the door to
higher frequencies and physically smaller convertelowever, these converters pay a heavy price
in high conduction loss and large peak currentsvatidges.

Asymmetric Duty Cycle Converter: The asymmetric duty cycle converters combine th& be
features of these circuits. Their conduction loszes as low as switch mode circuits, and they
switch losslessly like resonant circuits. Timindfidulties can limit their maximum frequency to
something less than that which is attainable bg tesonant circuits, and the boundary condition
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requirements for lossless switching are somewhae mestrictive than for resonant pole converters.
In many cases, however, these drawbacks are abteacause of the benefit of low conduction
loss and the elimination of switching loss.

Based on above evaluation we choose the asymnigtgcof input converter for the 2-stage
converter system for further description and analg$ the system. Design equations are given in
[8] (simpler forms of them see appendix).

2.2.Choice of the Converter Second Stage of the Convert

Focusing on half-bridge connection of second stagwerter (see above) there are two suitable
scheme of the converter. The first one is with Ddltage interlink and two single-phase VSI

inverters, Fig. 6.
S S,
Ve = AIE % _|E *

2
Vie L S, Sy
*TRT NT

Fig. 6. Circuit diagram of second stage inverter: 2 siqglase VSI inverters in half-bridge connection.

The second one uses HF transformer with AC voliagerlink and two matrix half-bridge
converters, Fig. 7.

SM

Fig. 7. Circuit diagram of second stage inverter: 2 siqgiase matrix converters in half-bridge connection.

Let's aware the output voltages of both types afvester will be, under the same switching
frequency, the same. According to half-bridge tipwlar PWM modulation have to be used, Fig. 8.

100 T .
90l | o 4

; i ; N I S i i
0 05 1 15 2 25 0 05 1 15 2 25
x107 “10°

Fig. 8. Principle waveforms of phase voltage of VSI or nxatalf-bridge converters under PWM modulation..
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The magnitudes of the first fundamental harmonicsach pulse can be calculated when knowing
the width of each pulse, (t;, t;;) given by coincidence of triangle and sinusoiddéérence curves.

Then

Wty

Uimr i = p Upc sin cos (Wyip111)

wherety, t;, t;; are width of pulses, andy, w;;, wy; are angles between axes of pulses and symmetry
axis in the middle of half-period, respectively.
Total magnitude of the first (fundamental) harmasigiven [..]

Uim = 2Uimin + Uimn
and its RMS value
UlRMS = U]_M / \/1
The total RMS value of the pulses

— 2 2
URMS - \/ZURMSI,II + UlRMSIlI

whereUgrysii are RMS value of single pulses.
Switching frequency will be of coarse higher tharkig. 8. It is supposed to be about 5 kHz for
VSl inverter with hard commutation, and 20-40 kide fihatrix converter schemes.

2.3.Considering Power Losses - Evaluation and Compariso

Average value of total power losses can be detenjihl]

Ptot(AV) = f |1V\lon +Wcond +Woff)

where Won is loss energy during switching-on
Weond l0SS energy during conduction state
Woit  loss energy during switching-off
f working frequency of the switches

Pre vypdet spinacich strat som pouZzil nasledovné katalogdege [12]:

e zapinaci/vypinadias IGBT tranzistora 130/445 ns
e Ubytok napatia na IGBT tranzistore/didde v rezirodivosti 3/0,8 V
« dynamicky odpor spatnej diédy IGBT tranzistora 18 mD
« doba zaverného zotavenia diody 0,4 ms
« komutany naboj diédy 7 uC
100 100
. %\_ 0 | N
= 96
® 90 £ N\ e—,
= ‘\-.. 94 . 4
g g5 \\ g 92 \
i - i X
75 36 \
70 84
10 30 50 70 90 110 10 30 50 70 90 110
Switching frequency [kHz] Switching frequency [kHz]
=#=Two one-phase fullbridge matrix converter =4=Two-stage connection
==Three-phaseinverter =fl=0ne-stage connection

Fig. 9. Comparison of matrix half-bridge converters anghase VSI (a) and two- and single stage conve(itgrs
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3. Feeding of 2-Phase PMSM by 2-Stage PEC

Simulation Results

The simulation was done using two-phase synchronmater with PM (SMPM) supplied into
two-phase. Parameters of the disk PM synchronousrmo
Rs = 3.93 1], Lq = 43 [mH],Lq = 62.3 [mH]p = 6,J = 50.1C° [kg.m?, yem = 0.828Wh],
Tn = 10 [Nm], ay = 38 [rad.8].
Dynamic model of SMPM for simulation analysis waken from [9], Fig. 10c. Results of
simulation experiments in Matlab-Simulink environmhare given in following Figs. 10a,b.

350”ﬁ”7”7*1”7”?*1”7”?**
Il | | | | | | | |

e e e B e Al Al il i Bl iy
/o | | | | | | | |
2507/;7\77477L77\77477L77\7747,L,7

I I I I I I I I I
Eo0lo ot __t_ 4 vt L
g 20 I T i I I T I i T

5

g

B O] e e e el e el Sl
| | | | | | | | |

100 (I T
| | | | | | | | |

50 ,J,,,‘,,L,,:,,J,,L,,:,,J,,L,,

A 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time (s)

Fig. 11.Simulated start-up of the PMSM up to nominal speedl (green line) and demanded (blue line)

targue (M)

o o1 02 03 04 05 06 07 0.8 09 1
time (s}

Fig. 12. Instant waveform of SMPM real (blue line) and deded (green line) torque

Simulation diagram of PM synchronous motor undgshase supply with bipolar PWM
modulation is depicted in Fig. 11 (next page).
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Fig. 11.Simulation diagram of PM synchronous motor cotebP-phase supply

SingleV/f = const.- control was used during simulation vgileed control and sinusoidal PWM
modulation. It's supposed that field/oriented cohtatnd SVM modulation will be used in appli-
cation.

4. Conclusion

As mentioned the AC link version of propulsion étenic system (see Figs. 6,7,8) need not
smoothing filter (input capacitor); due to soft ssking of both converters. The configuration
features a better efficiency of the converters émeling on switching frequency [3]) and also good
torque-speed characteristics of two-phase AC ni8{oits output voltage values are not restricted.
Another connection schemes of 2-phase drive hawn l@osen for industrial-, home- and
residential application (Fig. 9a,b). Regarding edpait voltage of the both conceptions it's the same
Simulation results confirm their good propertiesid athey are in accordance with supposed
waveforms and functions.

Appendix
Based on Fig. 5d (Chap. 2) and Fig. A the desigraggns are:

Conduction of Q1:  duty cycleéy/AT  [0<0;0.5>
Conduction of Q2 duty ratio: Io//AT

Q1 ON-» Q2 ON —»—% Q1 ON 4 Q2 ON
equal areas )
% \
Vas L AT pu- !’S t
‘l{ —
lo/n . b Iq2
= To/n £ A LA
[ equal areas IK
1
to t1 ty t3 a

Fig. 12.Half-bridge asymmetric controlled converter waveis [7]

Transformer voltage balance: Uc1 + Uc2 =Upc
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UC]_ = UDc.(th/AT)
Uc2=Upc.(1 -thlAT)
Output voltage balance: Uo.N = UC]_.(tQ]_/AT) + Ucz.(l -tQ]_/AT)
Current equations: |Q1.(tQ1/AT) = |Q2.(1 -tQ]_/AT)
10.N = (|Q;|_ + |Q2)/2 = |Q1 -lig = |Q2+ )
lie = (lo1-102)/2
Current RMS values of Q1 and Q2 in time intervah®f

loirms = lo1V (to/AT)
IQZRMS= |Q2\/ (1 -thlAT)
wherelg is average value of current in each switchingri@ion the output side.
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Abstract. A two-dimensional model of a rail (60E1) executeddEMM software is presented in the article.
The model allows for complex calculations of distition of magnetic induction and magnetic fielceimgity
both in the rail itself and in its environment, wthiis necessary for designing of an effective ngadystem
for rail turnouts.
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1. Introduction

Railway rails are fundamental design elementstofr@out beside switch points, sliding chairs or
switching closure assemblies. Rails are pringypdésigned to set the proper travel direction of
rolling stock wheel sets. The shape of a rail caosgsrthe so-called head (the part along which
rolling stock wheels move), web (centre), and fibé part supporting the whole and carrying the
load on to sleeper$s, 2].

Two main rail types are used on routes administbseBolish State Railways PKP PLK: 49E1
and 60E1Rail 49E1 are used on routes with light rollingcktéoad whereas. Rail 60E1 are used on
heavily loaded routes where speeds reach over 20 [6].

As part of research into development of a methoduofout induction heating, the following
elements must be emphasised in particular:

» structure of rail material, its resistivity and nnagjc permeability,

» skin effects and penetration depth of the magtiietid into the rail structure,

» value of active power arising in the zone of magnieteractions with the rail.
These parameters depend, inter alia, on magnettsimgnt frequency and are not clearly defined
by rail manufacturers (rails may come from diffdrelnarges, may be produced by means of diverse
rolling, straightening, and hardening technologiesid require experimental determination of their
value, e.g. as part of computer simulation or labay testing [1, 3].

The authors propose a structural (2D) rail modergter to determine the above parameters and
to follow the entire process of turnout inductiozating. The model helps to analyse magnetic and
electric effects of magnetic field on a rail.

2. Two-dimensional model of 60E1 rail
Normalised dimensions of the normal-gauge 60E1[B}ire presented in Figure Based on

these dimensions, a two-dimensional rail model gexserated for purposes of simulation testing in
FEMM software (by means of MES — finite elementgirod).
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Fig. 1. Geometrical dimensions of the normal-gauge 6GHI15].

Figure 2 illustrates a rail model considering gg®metrical dimensions in Fig. 1 as executed in
FEMM. This model considers the varied internal e of a rail arising in the engineering
process and its fundamental electric and magpetiameters, determined by means of laboratory
testing.

Status
solving...

Problem Statistics:
105783 nodes
211507 elements
Precision; 1.00e-008

BiConjugate Gradient Salver

L. | NEENENENEENEENEN

Successive Approx(1] Relax=1

Fig.2. A simulation model of 60E1 (MES) rail in FEMM.

The essential electric and magnetic parameters rafl avhich can be employed to simulate
induction heating of 60E1 rail in both two and #ndimensional space include:
» electrical resistivity,
* magnetising prime curv® = f(H), maximum rail permeabilityumax as dependent on
magnetic field variation$l and initial permeabilitylyo; across a broad range of frequency
variationsf ,

* intensity of the coercive fordd,,
* magnetising curvd = f (H) and saturatiods,
* loss factors of eddy currentsand of magnetic hysteresis lobp

3. Properties of induction heating of 60E1 rail in the two-dimensional model in
FEMM environment

The following assumptions underpin simulation tagtof an 60E1 rail at the time of induction
heating in 2D space:
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» density of the current across the heating wir@isstant,
* magnetic field is described by means of magnetatoregotential,
» electric and magnetic parameters employed in sital@alculations:

0 electrical resistivity,

0 magnetising prime curvB = f(H) maximum rail permeabilityiax as dependent on
magnetic field variation$d and initial permeabilitypo; across a broad range of
frequency variations ,

» zero boundary conditions (setting of a vector pi&¢equal to 0 along a selected boundary).

A series of simulations were conducted on the basishe above assumptions to find an
optimum placement of a heating wire inside the mparing values of magnetic field intendity
generated along the edge of the rail where the wa® placed. Various methods of placing the wire
are shown in Figure 3. The results presented sdtticle were obtained in simulations of induction
heating by means of rotational currents at a fraquef 650 Hz.

\

Fig.3. Varying placements of the heating wire inside thié r

Position of the heating wire obtained in 2D simiolas is optimum where the wire is placed
near the edge of the rail web. Distribution of metgn field intensityH in the rail and its
environment for the optimum placement of the hegtire are illustrated in Figure 4.
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Point: x=20, y=16
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|B] = 0.00429467 T

Bx =0.00423021-T%0.000122284 T
By =0.000324333-1%0. 000655252 T
IH| = 3377.58 A/m

Hex = 3366,29-I"97. 3104 Afm

Hy = 258.144-1*521.433 &fm
mu_e= 1 (rel)

mu_y= 1 (rel)

J=0 Maim~Z

Fig.4. Distribution of magnetic field intensity for the optimum placement of the heating wire.
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Figure 5 shows distribution of magnetic inductiatensityB generated on the lateral surface of the
rail web with the optimum placement of the heativice.

Density Plot: |B_re|, Tesla

FEMM Output

Poirt: x=19.9, y=46.9

A = 0.000163878-1*7.68858e-005 Wh{m
|B| = 0.00447592 T

Bx =0.00441049-1*0.000120911 T

By = 0.000346338-1*0.00066844 T

.88 Ajm

= 3509.76-T*9A. 2182 Afm

Hy = 275.607-1*531,928 Alm

Fig.5. Distribution of magnetic induction intensiB/for the optimum placement of the heating wire.

Distribution of rotational currents intensity indut inside the rail web and depth of their
penetration are shown in Figure 6.

1.142e+000 : 1.
7.613e-001 : 1.142e+000

<0.000e+000 : 3.806e-00

y=46
A = 0,00015995-1*7,670932-005 Wbjm
|B| = 0.00429467 T

By =0,000324393-1*0.
1Rl

Hx = 3366.29-1%97.3104 A/m
Hy =258.144-1%521.433 Afm
mu_x=1 (rel)

mu_y=1 (rel)

i I=0majm~2

iy

Fig.6. Eddy currents inside the rail web for the optimplaeccement of the heating wire.

4. Conclusion

An accurate knowledge and interpretation of electmagnetic, and thermal effects in the
internal structure of a rail are necessary to dgveln effective method of induction heating for
turnouts (that would efficiently melt snow and feem key parts of turnouts). A model representing
the internal structure of a rail, with all its eiecal and magnetic properties, is useful and resgs
to this purpose. The 2D model discussed in thelartind simulation results of the induction
heating need to be verified in operational testfgctual induction heating systems in order to
eliminate possible errors due to development otagersimulation assumptions. Efficiency,
functionality, and safety of the new method will erified in comparative testing of electric and
magnetic turnout induction heating in a climatiactber.
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Abstract. The paper describes theoretical analysis of @ewgnetic wave propagation speed on power line
and provides expression for propagation speed ledilon using RLCG parameters. Propagation speed’s
value is important input for fault location algtwit based on undervoltage wave detection. Measuk€t R
parameters of three phase scale model of powemlare used to calculate the value of propagati@edp
This value was then compared with experimentalltesbtained from model.
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1. Introduction

In order to perform fault location in medium voléagetworks a method using undervoltage wave
detection was developed [1]. Its accuracy dependb® most exact knowledge of wave
propagation speed and time when undervoltage waivesito particular measuring point.

2. Analytical approach to wave propagation speed deter mination

2.1. Basic expression of propagation speed

There are basically two possibilities of wave piggigon speed evaluation. The first is
theoretical analysis leading to calculated resntt the second is measurement on real system or
physical model. Theoretical analysis is based entwo facts — voltage on the power line is in the
form of wave with length given by RLCG parametensl @applied voltage waveform changes its
value in time at angular speed given by its fregyen

Angular distance in radians travelled by the complex vector of hamim voltage is given as:

$=alt, (1)
wherew (rad.s") is angular frequency,(s) is time. Physical distansdm) is defined as:
s=vlt, (2)

where v (m.s') is translation speed. Solving differential eqoasi for electromagnetic wave
propagation defines phase constafitad.km') [2] as:

_¢
a=". 3)

Substituting expressions (1) and (2) into (3) gigrpression for electromagnetic wave propagation

speed
a
vV=—, 4
- (4)

This operation means in fact converting angulatadise into physical distance, in other words
converting angular speed into physical speed.
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2.2. Propagation speed expressed by RLCG parameters
Phase constantis defined as imaginary part of the expressiompfopagation constaptdefined as

2]

y=pB+ja=y(R+jaL)G+jaC). (5)
Squaring equation (5) and separating real and maagipart we get

[ =a®*+RG-u’LC, (6)

44%a% = (WRC+alG). @)
Then we substitute equation (6) into (7) and modify resultingession into the quadratic
equation form
40" + 40°(RG-w’LC) - (wRC+alG) = 0. (8)

Expression (8) is quadratic equation with unknowfn Using well-known formula for roots
extraction we get

2 - ~4RG-&7LC)+/16RG-7LC] +16(aRC+ L G ©
- .

It will be shown later that only plus sign in equatior) (fs physical sense. After square
rooting equation (9) and its modification, we get final expressiophase constant through RLC
parameters

a=_1

J2

Because phase constant has always positive value only posjtiseesoot of equation (9) is
considered as well.

If we consider lossless power line then series resistance and lealctaoreg could be
neglected and we can rewrite equation (9) with minus sign in nusnasfollows

:% YWLC-&fLC . (11)

Expression (11) means that phase constant would have zero valués wnadssible, because
the speed of light in vacuum is limited as well as wave progagapeed on lossless line. However
considering plus sign in equation (9) or using equation&0yet phase constant for lossless line

a=w/LC. (12)

And finally substituting equation (10) into equation (4) we @dtctromagnetic wave
propagation speed(m.s®) expressed in terms of specific RLCG parameters

V= w\/i .
\/ch ~RG+(RG-a?LC) +(wRC+aLG)

E{/szC— RG+y/(RG-#LC) +(«RC+alG) . (10)

(13)

3. Description of scale model of three phase power line
Scale model of three phase power line is physical model developeddanto represent tree

structure of medium voltage distribution network in laborateryironment [3]. Electrical
parameters of the model are derived from power line with conduckacedoon flat console on
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concrete pillar with distance between phases 1.44nch average height 10 m above ground,

conductor type AlFe 95/15 was chosen.

R (Q.km?) L (mH.km™) C (nF.knm?)
Calculated 0,36 1,17 10,34
Measured 0,35 0,97 11,69

Tab. 1. Values of the model’s specific RLC parameters.

After modules of the model were manufactured, measant of specific RLC parameters were
done, because they might differ from calculateduesl Both results are shown in Tab. 1. The
biggest difference is in the values of inductaneednse of coil construction complexity.

4. Wave propagation speed evaluation

4.1. Calculation using theoretical expression

Substituting measured specific RLC parameters @xjression (13) we calculate values of
wave propagation speed. It is suitable to exprespgmation speed as percentage value of light
speed/r, because values in kilometers or meters per seaandery high and impractical to read.

Wave propagation speed on lossless power lineuallyshigher than 99% of light speed, for
real line the speed decreases almost linearly dcapto expression (13) (Fig. 1).

105,00

100,00

~

95,00 \
90,00 \
N,

% 85,00 <
80,00 \\
75,00
70,00 \\\
65,00
0 o1 02 03 04 05 06 07 08 09 1
R(Q/km)

Fig. 1. Wave propagation speed in terms of line’s specific resistance.

4.2. Experimental evaluation

In order to experimentally evaluate wave propagesipeed on scale model a line consisting of
six modules was set up. According to measuremdni®LG parameters of built modules [3] and
comparison with specific values of the line witmdactor AlFe 95/15, the series connection of six
modules represented 27.61 km of the real line.

Single phase to ground fault at the end of the Was simulated using remote controlled
electromagnetic switch. There were two measuringtppoeach of them was connected to separate
oscilloscope channel and time delay between voltigps was measured. Red (darker in black and
white) waveform is measured at the beginning of lthe and the green (lighter) waveform in
location of the fault.
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Substituting modeled length of the line and timigedénce detected by the oscilloscope (Fig. 2)
into expression (2) we get the value of wave pragiag speed on the scale model. Several
measurements were made and results are shown ir2Tab

_od T 532 Bus . Stculni £ Cursar
ST T souree
............................................ TRl
X1
232, Bus
X2
536, Bus
X1x2
& 9. BB
-Jf :18. 28kH=
ey
B=5o)  @Seus  BEWT EDRE  FDC
8 = 561 0 < 26H= (01
Fig. 2. Time difference between voltage drops.
v (km.sh VR (%)
At (s) ?
Calculated 264407,68 88,20
Measured 98us 281734,69 93,98

Tab. 2. Values of calculated and measured wave propagsgiead.

5. Conclusion

Obtained experimental results show that real paenmi®f power line or a model may differ
more or less from calculated values. Even thougbrtttical analysis is correct its results strongly
depends on primary RLC parameters accuracy. Inrotdeperform fault location is more
appropriate to evaluate propagation speed for quaati system by measuring time difference at
specified points along power line to calibrate faoicating devices. This could be made for
example by forced breaker manipulation or aftest fieal fault occurrence.
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1. Introduction

While describing dynamic characteristics of measyriransducers, usually in the form of
classical differential equations, it is necessargdnsider all kinds of occurring elements as \asl|
relationships among them [4], [5], [8], [10]. Mdséquently the measuring transducer is presented
as a device measuring an input signal and proagdsinto an output signal [10]. It is a simplified
assumption because in reality many input signdisctthe transducer. They can be either the
measuring signals or disturbances. A source otidiahces can be the transducer itself due to its
processing characteristics or external factorstuthiance signals are processed by the transducer
and thus they affect the reproduction of the meabquantity. The concept of signal processing by
the measuring transducer is shown in Figure 1.

\ Measuring transducer

__ Measuring —_ Mechanical [—Frocessing input signalp»
quantity . \| | and electrical .
Input signal elements of ——Processing errors—» Output signal
—External noise—» conversion Interial errors—» /

Fig. 1. The process of signal processing by the meastnamgducer.

Correction of the processing characteristics of theasuring transducer is to provide
conformity between the characteristics of the mesas$ quantity waveform and its reproduction by
the transducer as a result of introducing a cdoeatlement into the measurement chain [6], [8],
[9], [10].
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2. Correction method of the measuring transducer characteristics

The study of fractional calculus reveals that inmeoapplications it describes the object
dynamics more accurately than classical differéneguations [1], [14]. The enhanced
computational power of a computer allows its pcatapplication. In our study we attempted to
use this calculus to correct processing charatiteyisf the measuring transducer model described
by a second order differential equation. A derivatiand an integral of arbitrary order open
unimaginable possibilities in the field of dynamsigstem identification, and creation of new, earlier
inaccessible, algorithms of feedback system cont@iders can also be considered as time
functions. This also leads to differential equasiarf variable, time dependent orders [3], [4], [11]
[13].

The accelerometer model is described by a diffeaketuation:

Vit) + 20 () + cg Wt) = —X(t) . (1)

where:wo — natural angular frequencay;- damping.
Equation (1) — after some suitable parametersi@triansducer have been applied, can be
presented in the form of operational transmittance:

iy
S 2
s +51s+ 25E @

Transducer model (2) is treated as a real measuramgducer model. Most often it is not
known. For this reason, in order to identify a dggon of its dynamics it is necessary to use an
identification method. In this particular case tABRX (AutoRegressive with eXogenious input
identification method) method was applied [6], [2]0].

While examining the response of the transducer in(jeto the sinusoidal input waveform

with the use of the ARX method, the record of ifaimics is obtained in the form of discrete
transmittance:

G(s) =

-0.99377° + 1002z - 0.0062 3)
2°-0.9792+0.0028
The ultimate record of the transducer dynamichiéftactional calculus form looks as follows:
_ 52
G(2) = z _+ 1.0205z + 0.0231 . @)
—-0.9937z° +0.9864z + 0.0021

The responses of the transducer (2) transmittandetlae transmittance determined by the
fractional calculus method (4) were compared. Satioih tests were carried out in the MATLAB-
SIMULINK package [8]. Figure 2 presents the blogkgiam of the system.

G(2) =

i J ® T

‘Ur Input signal M=) Transducer signal

Signal generatar Model of measuring Scope
transducer

-Ldu
b duiz) Tranzducer & comector signal

hodel of measuring transducer with corrector

Fig. 2. Block diagram of the measurement system for thasonéng transducer.
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Figure 3 compares responses to the input sigrthlearansducer described by equation (2) and

derivative-integral transmittance (4).

Irput sigrial
— ——Transduser signl

Transducer & conestor signal

0 002 004 0.08 ooe 01
time [5]

Fig. 3. Comparison of responses of the measuring transdooéels.

01e

Transmittance (4) brings its response to the isrtal closer in relation to transducer (2). For
this reason it is treated as a notation of its dyina together with the correction improving its
dynamic responses. The waveforms shown in Figualo® us to infer that the application of the
derivative-integral method reduced the time laghef transducer model (2) response and removed
the errors from the input signal amplitude proaggsiaused by its transient state at the beginrfing o
its operation. A similar effect is obtained whee thput signal transducer we add Gaussian noise.
Figure 4 depicts responses of all models of thesomgzg transducer to the sinusoidal input signal

with Gaussian noise

Input signal
Transducer signal

Transducer & congetor signal

o 0oz o004 0.08 oos o1
time [s]

014

Fig. 4. Comparison of responses of the measuring transdoeeels with Gaussian noise.

016
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3. Conclusion

Application of fractional calculus in modelling nsaing transducers allows a more accurate
reproduction of their model dynamics in comparigonclassical differential equations. When
combined with the ARX identification model it is $gible to obtain notations of the measuring
transducer model dynamics taking into account aaldicing errors resulting from processing the
input quantity into the output quantity.

The method outlined refers to simulation testrher to use it in real measurement systems it
is necessary to establish a method of obtainingtemns describing dynamics of the correction
itself.
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Abstract. This paper deals with evaluation of conductive mal®g by electromagnetic non-destructive
testing (eNDT) with emphasize on eddy current mgs{ECT). Also it describes probes for eddy current
sensing mainly by means of magnetic sensors eamt gmagneto-resistance (GMR) and spin dependent
tunneling (SDT). These sensors are characterizefdelqgyency range, sensitivity, relatively low castall

size and low power consumption.

Keywords: Eddy current testing, probe, magnetic sensors, GbMRors, SDT sensors

1. Introduction

Nowadays are very important quality, reliabilitydesecurity therefore nondestructive testing of
materials is very important not only in industryt lalso in transport and medicine. Various NDT
techniques from a wide group use different toolsoséh base consists in various physical
phenomena and they are characterized by diffenedt specific requirements and applications.
NDT is used in many areas of the inspection egpention of metal pipes, in air maintenance, to
control prosthetic and implants in medicine, etc.

One of the most popular eNDT methods is eddy ctitesiing (ECT). Eddy current testing is
an effective way to detect fatigue and corrosicacks in conductive materials. The principle of
ECT can be described as follows. Eddy currentisdiéd by alternating sinusoidal current (AC) of
frequencies in the range 50 Hz to 10 MHz. This getherates primary magnetic field which is in
accordance with Ampere's law. This primary magniid induces eddy currents in the controlled
conductive material object according to the Faradiy. Then eddy currents generate secondary
magnetic field, which has the opposite directiortresprimary field, it follows that any significant
change in the material (defects) will change thpedance of the coil. The impedance change is
measured, analyzed and correlated with defect dimes. The locations impedance changes
obtained during the movement of an eddy currenbgrooil over material with a defect is called
eddy current signal. Its amplitude provides infotiora on defect size and the phase angle with
respect to lift-off provides information on the def location or thickness.

Eddy current density in the material isn't unifoormthe material depth direction. It is the
largest one on the surface and it decreases manathynwith depth (skin effect) according to the
relation of effective depth of penetration whiclcases with increasing frequency, permeability
and conductivity. It means that ECT is used for sneag thickness of thin surfaces using very
high frequencies and on the contrary also for dete©f sub-surface buried defects and for testing
highly conductive materials by very low frequencielsually the driving current is constant (few
hundreds of mA) and the impedance changes occduedo perturbation of eddy currents at defect
regions are to be measured. These changes areswedy (1Q2) and therefore high precision AC
bridge is used.

ECT device usually consists of an oscillator (tkeitation frequency) constant AC supply, AC
(Maxwell) bridge, amplifier and screen (to displdne changes in a 2D graph or as a vector). In
modern systems there a computer with the necessadyvare (plug-in card) and software is used
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for measurements, adjustment, data storage, asaysi management. One of the most important
parts of the ECT device is the sensing part calletbe which is crated obviously by probe coils or
other sensors.

Because security of critical systems depends oly el@tection of cracks to prevent major
defects, there is an increasing need for eddy cumeobes that can reliably detect very small
defects. Also the increasing demands for probescdradetect deep defects to avoid disassembling
structures are discussed. There are also otheicapphs where ECT is used, e.g. material
thickness measurements, conductivity measurementsdterial identification, etc, [1].

2. Enhancing Eddy Current Probes Characteristics

Eddy current testing probes combine an excitat@mhticat induces eddy currents in a specimen
and a detection element that identifies the peatish of the eddy currents caused by cracks or
other defects. The detection elements can be snifgerconducting quantum interference detectors,
or solid-state magnetic sensors (e.g., Hall effegnetoresistive, and spin-dependent-tunneling
sensors).The use of low-field solid-state magnseéinsors represents a significant advance over
more traditional inductive probes in use today. Tkey attributes will open opportunities for
increased use of magnetic sensors for eddy cuiestibg: constant sensitivity over a wide range of
frequencies and development of smaller sensors.

Probes that detect eddy current fields using indectoils have less sensitivity at low
frequencies. Unfortunately, this is where the dewwuld have to operate to detect deep flaws.
Small sensing coils, which are required to detentlk defects, also have low sensitivity. In
contrast, small, high-sensitivity thin film sensaen locally measure a magnetic field over an area
comparable to the size of the sensor itself (témaiorometers). A limitation of conventional eddy
current probes is the difficulty of detecting snathcks originating at the edges of a specimers Thi
defect is the most common type encountered in ipgacAn example is the cracks that appear
around the fastener or rivet holes in aircraft mayered structures. Most inductive coil probes are
sensitive to both the edge and the cracks initiatiom or near the edge. The edge creates a large
signal that obscures the small signal from the ker&MR and SDT magnetic sensors can be
oriented to eliminate the edge signal. With thiemtation, the presence of the edge enhances the
signal from the crack.

To achieve high resolution for detecting small acef and near-surface defects, it must be
reduced the dimensions of the excitation coil. heimum length of a detectable crack is roughly
equal to the mean radius of the coil. Sensor deeetohave successfully developed and tested
probes incorporating small, flat, pancake-type sait planar excitation coils deposited on the
sensor substrate. Developers fabricated the fitlt integrated eddy current probes using planar
technology to precisely position and align the &tmn coil with respect to the sensor. This makes
large-quantity, high-reproducible probe productemonomically viable. The technology makes it
possible to produce integrated arrays of eddy otrpgobes for fast inspection and—in some
applications—to eliminate the need of mechanicstign the probe during inspection [3].

2.1. GMR and SDT Sensors

Recent development of thin film magnetic technolbgg resulted in films exhibiting a large
change in resistance with magnetic field. This pmeenon is called giant magneto-resistance to
distinguish it from conventional anisotropic magnetsistance (AMR). Whereas AMR resistors
exhibit a change of resistance of up to 3%, variGb4R materials achieve about a 10 + 20%
change in resistance. GMR films have two or moffe reagnetic layers of iron, nickel and cobalt
alloys separated by a nonmagnetic conductive layeh as copper. The resistance has maximum
value when the magnetic moments of the layers mtigoarallel (fig. ) and minimum when they
are parallel (fig. ).
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Fig.1. Principle of GMR sensors, [5]

The main components of an eddy current probe fordestructive testing are pancake-type
coil and an AC bridge of GMR or SDT sensors. Ariemgnt of coil and GMR sensor for eddy
current detection of defects in conductors is showthe fig. 2. When measuring along the sensing
axis, it must be kept the GMR probe coplanar whth surface of specimen. The excitation field on
the coil axis, being perpendicular to the sensiig af the GMR, has no effect on the sensor. Ia thi
way, the detected field, which is the result of pleeturbation of the eddy current flow paths caused
by the crack, is separated from the excitatiortfiel

Eddy current induced in the surface of a defea-fspecimen are circular because of the
circular symmetry of the field produced by the ¢djl

GMR Sensor

Cail M

Side

AC generator

Top Yiew
Fig. 2. Setup of ECT with GMR probe

The tangential component of the field created leyetidy currents is zero at the location of the
sensor. In presence of defects, the eddy curreatsclonger symmetrical and the probe provides a
measure of the perturbed eddy currents causeddsrlyimg flaws. The size of the coil is related to
the resolution necessary to detect the defectsldfge defects and for deep defects, large coils
surrounding the sensors are required. Small codatéd close to the specimen are necessary to
resolve small defects [1].

Excitation Coil Excitation Coil
Eddy curronis
Excitation B field Excitatiaon B field

perpendicular to plane  perpendicular to plane

MNa B field in the plane B field in the plane from
from eddy currents eddy currents

Fig.3. Magnetic fields from the excitation coils createcalar eddy currents in the conducting surface welee coils.
These eddy currents form along the sensitive axibesensor, which is parallel to the conductingace. A crack or

defect alters the eddy current paths, resultingnagnetic fields parallel to the conducting surfacel along the
sensitive axis of the sensor

Eddy currents shield the interior of the conductiagterial with the skin depth related to the
conductivity and the frequency. By changing thej@iency it is possible to probe differing depths
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of the material. GMR sensors with their wide fregueresponse, from DC to the MHz range, are
well suited to this application. The small sizetbé sensing element increases the resolution of
defect location while the detector is raster-scdrmeer the surface [2].

More rapid scans can be performed using an arragtafctors. There were built the optimized
EC probe prototypes to detect and map differeneésypf defects encountered in practice. Short
surface cracks can also be reliably detected usmgll excitation coils. The unidirectional
sensitivity of GMR sensors enables the detectiocra¢ks perpendicular to the edge of a specimen.
This discrimination is possible because the semsdiis of the sensor can be oriented parallel to
the edge. Consequently, the output signal of theads caused only by the crack.

SDT sensors are particularly attractive for nondesive evaluation, low-frequency
applications, such as the detection of deeply buiteavs. In contrast, inductive probes have poor
sensitivity at low frequencies because they arsisea to the time derivative of the magnetic field
rather than to the magnitude of the magnetic feelhted by the flaw. To detect deep cracks, it is
necessary to use large diameter excitation coiladease the penetration of the eddy currents in
the material under test. SDT structures createcenteaddition to the materials exhibiting a large
change in resistance. In these structures, anaitisgllayer separates two magnetic layers. Quantum
tunneling through the insulator allows conductidhe angle between the magnetization vectors in
the two magnetic layers modulates the magnitudidetunneling current between the two layers,

[1].
3. Conclusion

In this paper there were described the basic glesiof nondestructive testing of materials by
eddy currents and also there have been referred $guas of magnetic sensors. For these sensors
there are characterized by a constant sensitiviey @ wide frequency range, their small size and
the possibility of low magnetic field measuremdrtiese sensors are suitable due to their properties
to detect very small defects and defects on the efighe scanned objects. These facts have great
influence on early detection of smaller failures &imus they can prevent major accidents.
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Abstract. Pulsed eddy current non-destructive inspectiocoofductive structures is concerned in the paper.
Influence of a circular exciting coil's dimensions a current flowing in the coil under a step vo#ta
excitation is numerically investigated. The coipissitioned in free space as well as over a conguptate.
Orientation of the coil concerning the plate sueféas changed to evaluate strength of induction logip
between the coil and the plate. The presentedtsedelarly show that the coupling is the strongdstn the
coil axis is perpendicular to the surface, whilénitreases with enlarging the coil diameter. Reagmiuof
defects with various depths based on the sensedmress is then investigated for various diametetheo
coil to highlight importance of this parameter fobtaining sufficient information about an inspected
structure.

Keywords: Non-destructive testing, pulsed eddy currents, dtida coupling, defect resolution.

1. Introduction

Non-destructive inspection is a process or a pnaeedor determining the quality or
characteristics of materials, structural componemt@assemblies without altering the subject or his
properties. Eddy current testing (ECT) is one af tiseful non-destructive inspection methods
working based on the principle of electromagnetaurction. Nowadays, this method is widely used
in practice for inspection of conductive materialshe energy, aircraft or petrochemical industries

In ECT, a time-varying current is made to flow m @xciting coil which, in turn, produces an
alternating magnetic field around the coil. If tbeil is close to a surface of inspected metallic
material, eddy currents are induced in the matertialto the electromagnetic induction. These eddy
currents generate an alternating magnetic fielopposite direction comparing to the exciting field
which may be detected either as a voltage acrassparate detecting coil or as the impedance
variation of the exciting coil. Any discontinuityhdt appears in the material alters the resulting
electromagnetic field and hence the exciting coitrgpedance or the back electromotive force
(induced voltage) in the detecting coil through ihduction coupling. Discontinuities can be
detected and possibly evaluated by sensing thaasgels [1].

The conventional ECT uses the harmonic excitatignas. However, in recent years many
R&D activities are concerned on non-harmonic, eglgcon pulsed eddy current (PEC),
excitation. The pulsed driving produces an inhdyemideband frequency spectrum, permitting
extraction of more selective information that cano® obtained by performing the inspection using
a single frequency. This provides an opportunity better resolution of defect signals from
interfering signals and also more complex informatabout specimen under inspection can be
obtained.

In view of further enhancing of PEC an optimal ¢xton system has to be selected. In ECT a
test piece is coupled to an exciting coil througl electromagnetic induction. Efficiency of the
induction coupling is related to lift-off (the desice between the coil and the surface of material
under inspection) and also to dimension of the. &nhall-diameter surface coils are primarily used
to pinpoint and determine the magnitude of smaltaintinuities [2].
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The impact of particular parameters of a circulaciteng coil on the induction coupling is
investigated in the paper. The investigation isedordirectly through a time constant of the coil.
Influence of the coil diameter on the resolutiorciecks with different depths is then evaluated.

2. Numerical model

Numerical simulations are carried out to examireitifluence of changes in circular exciting
coil dimensions on the time constant of the respansrent signal under a step voltage excitation.
Commercially available software for numerical asaly of electromagnetic fields based on the
finite element method has been employed for thpgme. The simulations are performed for three
different positions of the coil. At first, the cod positioned in the air. Then the coil is placeer
surface of an inspected plate with a clearanceaied lift-off, of If = 1 mm. Two positions of the
coil over the plate are considered; in normal pmsithe coil’s axis is perpendicular to the plate
surface and in the tangential position the coiks & parallel to the plate surface. Influencehad
coil position over the plate on the induction conglis evaluated for different dimensions of the
colil.

A plate specimen having the electromagnetic pararseaif a stainless steel INCONEL 600
with a conductivity ofr = 1 MS-m" and a relative permeability af = 1 is used in this study. The
dimensions of the material are 100x100x10 mm. Faps of the driving voltage signal is unit step
with maximum valueJ = 10V. Current in the coil is considered as theoese signal. The time
constant of each response signal is computed aadgizaxal for different positions of the coil and for
its various dimensions.

The resolution of defects with different depths aading to the response signals is then
investigated. The defect has a shape of cuboid avithdth ofw = 0.2 mm, a length df=10 mm
and its depth changes in a rardye 1+10 mm with a step of 1 mm. The defect is sédan the
middle of the material and the coil is situated jorger its centre. Two circular coils in the normal
position are used for the inspection. The first bas a diameter af=3 mm, a winding width of
b=1mm and a winding height of =2 mm. The second coil has dimensions: a diameter
a =50 mm, a winding widtlb = 1 mm and a winding heiglt="1 mm. The coil current is sensed as
a response signal; however, the changes in sigreataldifferent depths of the defect are relatively
small, therefore the difference signals obtainedsbitraction of the response signals with crack
and without crack are evaluated. Maximum valuedifbérence signals in relative scale depending
on defect’s depth are compared for the two coils.

3. Numerical results

Influence of the exciting coil dimensions on théuntion coupling between the coil and the
plate for the normal as well the tangential posgi®@f the coil are investigated at first. The ®il’
diameter, winding width and winding height are edrirespectively.

Variations of the coil diameter are shown in FigDependences of the response signals’ time
constant on the coil diameter for different locatioof the coil are displayed in Fig. 2. With
increasing the coil’'s diameter the time constasési For small diameters of the coil it is quite
difficult to observe differences between plots f@rious positions of the coil; however with
increasing of coil's diameter the differences datger. It can be observed that for the coil with
diameter ofa= 50 mm the difference between the time constanthi® normal position of the coil
and the colil in air is larger comparing to the tamgnl position and the air. It means that the
induction coupling is stronger for the normal piositof the coil comparing to the tangential one
while the coupling increases with increasing thiédiameter.

Figure 3 displays variations in the winding widthcoil. In this case the diameter of colil is set
to a=30 mm. Dependences of the time constant of respaignals on the winding width for
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different locations of the coil are shown in Fig. By increasing the winding width the time
constant decreases and hence also the inductiqirogu
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The height of coil's winding is changed accordilmgRig. 5. The dependences of the time
constant on the winding height for various possiai the coil shown in Fig. 5 demonstrate that
increasing height of the coil’'s winding decreadss time constant and the induction coupling as
well.
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It can be concluded from the results shown abosettie coil oriented in the normal position
with large diameter and small winding cross secpoovides stronger induction coupling with the
plate and accordingly more information can be ghiigout the inspected plate.

In order to confirm these findings resolution betwehe cracks with different depths from the
response signals is studied. Two coils are usethéomspection. The first one has the largestevalu
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of the diameter and the second coil has the smaliasneter according to the considered range
shown in Fig. 1. At first, the response signals docase without crack are calculated. Then, the
calculations are repeated for each crack’s deptstaied in section 2. Difference signals for each
crack’s depth are calculated as a difference betwlee response signal of a crack with particular
depth and the response signal without crack. Maginvalues of the difference signals for each
crack’s depth are then determined. Figure 7 dispthg maximum values of difference signals in
relative scale for the two coils. Using a coil witldiameter of 3 mm the signal gets saturated when
the crack is deeper than 4+5 mm. However, with5tvenm-diameter coil almost linear relationship
between the maximum value of difference signal #edcrack depth is obtained. This finding will
be further investigated.

1,2

1 -
o8 ﬁ ==4== diameter 3
0,6 mm
0,4 / diameter 50
0,2 i mm

depth of defect [mm]

relative response

Fig. 7. Dependences of difference signals maximum vdlueslative scale on the crack’s depth

4. Conclusion

The impact of exciting coil’'s dimensions on thep@asse signal in pulsed eddy current non-
destructive inspection was concerned in the payariations of the coil’'s diameter, width and
height of its winding were investigated in viewtwhe constant of response signal and its changes.
Three positions of the coil were considered: aoithe air, the normal position of the coil and the
tangential one with respect to the surface of apented plate specimen in order to evaluate
induction coupling between the coil and the plate.

The presented results proved that the normal paosif the coil provides stronger induction
coupling with the plate comparing to the tangemiasition. The coupling depends also on the coll
dimensions and it gets stronger for larger dianseded smaller winding’s cross section of the coil.

The induction coupling has impact on informatiomtemt of the response signals and therefore
it influences the resolution of detected defectscdkdingly, cracks with different depths were
inspected with two coils having different diametédsing a 3-mm-diameter coil the response signal
gets saturated with increasing the depth of defget 4 mm while by using the 50-mm-diameter
coil the response signal does not saturate withiimaestigated range.
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Abstract. This paper presents a new type of energy savingracalgorithms for exact position control of
permanent magnet synchronous motor. These algaritara based on three main parts: prescription,
advancer and main control algorithm. Prescriptan be created by minimum energy generator, by i@mp
any algorithm which can achieve demanded positiomfaneuver time. Minimum energy generator creates
a special type of acceleration profile, where tlagnitude and time of acceleration resp. deceleraam be
changed. The three known types of accelerationl@rcén be created: square, sinusoidal and triaridgle
other significant part of new control scheme is atber. Advancer can be created by feed — forward
component or pre — compensator. The role of advaagceat the rotor will follow the prescribed eeénce
position with zero lag. Vector control in cascattecture, forced dynamics control (FDC) or slidimgpde
control (SMC) can be applied as main control athons. Also all position control algorithms respects
PMSM vector control condition.

Keywords: Minimum energy generator, Zero dynamics lag preqmemsator, Position control, Acceleration
profile, Velocity profile, Energy expenditure

1. Introduction

Savings of electrical energy consumption can limegative influence and bring substantial
profit to environment. New types of control foeelrical motors (rotating and also linear) can save
part of input energy consumption for rotor posit@range request. New type of drives control can
be applied to all servosystems controlled on pilesdrposition. Implementation of such control
algorithms can save up to 50% of input energy wihensame inverter and the same machine are
used. To minimize energy demand a specified vighdithe profile is derived to achieve prescribed
dynamics for reference position.
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| o
= . 5
Input: + E Main control algorithm:

I
I |
I |

Y ’ '
g |

2
18 Ua
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Demanded DSP, PC | ' Reference Power electronics: Output
position Vector control I value < | Inverter Ub Rotor position
—>@ > AD [ o = D/A > TMF Mator — -
A sliding mode control (SMC) } or Uc
or " PWM
Forced dynamics control (FDC) I
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AID |g Senzor | g
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Fig.1. Basic concept of AC electric drives contdlion prescribed position
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2. Control system development

2.1. Basic concept of position control

The basic concept of AC drives controlled on priésct position is shown in Fig. The input
of the control diagram is demanded position andrrposition is controlled output. Main control
algorithm can respect principles of vector coninotascade structure, sliding mode control (SMC),
forced dynamics control (FDC) or any other algantfor position control of the rotor. If FDC as
main control algorithm is applied, then the obseigenecessary. Fig.shows block diagram of
PMSM q — axis for feedback position vector control takingp account frictional losses. Position
loop consist of position P — controller and compemis first order filter) for input of speed loop,
which compensate zero in closed-loop transfer fanct Speed PI controller and saturation creates
inner velocity loop. Saturation limits demanded $q - axis stator current component. Current
loop is represented by the first order transfercfiom. Total electromagnetic torque created by
machine is product aoff - axis stator current and torque constidpt if vector control condition
(id_dem= 0) is satisfied.

Load Torque

I
Torque Mechanical
Compensator Speed PI-Controller Saturation Current loop constant | part of motor

T [ 1 : [, Km [ . Y 1] n [
= Ko [ — | h‘—ui e bjfc. biiﬂsﬂ | Ku b% o i s s P

Friction |

Fig.2. General block diagram of PMSM q — axis fesdkbposition control

2.2. Friction respecting

Friction in electrical rotating machines consisfsseveral componentsThe total friction
consists of static friction, Coulomb friction, vages friction and Stribeck’s effect. Static frictics
friction between two solid objects at zero spe&tie coefficient of static friction, denoted @asis
usually higher than the coefficient of Coulomb tina. The effect of static friction must be
overcome by a torque before an object starts toem@tatic friction can be calculated as (1), where
Fn is normal force. Static friction coefficiens for dry and clean steel — steel contad,B0and for
lubricated steel — steel contacjig),16

F = ps. By 1)
Coulomb friction,F. is independent of speed value, but it changesigtsum with direction of

motion. The Coulomb friction may take any valuenifr zero up td.F, and usually is less than
static frictionFs. For the same materials can be calculated as (2).

F = fe. Fp.sgn(Q) (2)

Viscous friction occurres between two solid suread lubricant can decrease its value.
Viscous friction is direct proportional to the velty and can be expressed as (3).

E, =f,.E,.Q 3)

All types of friction . Fs, F,), form together total frictionF,. This function and its
components used for verification of control aldamits is shown on Fida,b,c
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Fig.3a,b - Static, Coulomb, viscous and total fantas a function of mechanical angular speed
Fig.3c — Friction, which is used for simulation ifexation of energy saving position control

2.3. Energy saving concept of position control

For position control with best energy strateg
it is necessary to create an algorithm minimizin
the velocity peak for a given position change€| presciption —» Advancer —»  Position control
The goal of a new position control strategy is t

Main control algorithm: DSP, PC

. . . = D EoTIEE Vector control
minimize energy consumption. In genera| |, " e e et e
reference position without peaks in its derivativ| | & i vramic i or

saving Bi-comhpensor Forced dynamics control (FDC)

is the solution. Trapezoidal speed profile is goc
solution to correspond to this theory. From speed
profile then acceleration profile, which takes into Fig.4 — Energy saving control algorithm
account load torque is derived. It means that the

magnitude and time of acceleration or decelerasarhanged such a way that new position control
algorithm is energy optimal and load torque is clatgly compensated. Concept of main control
algorithm generation for energy saving is showRim4.

2.4. Generator of energy saving position profile

The best position control strategy is to minimibe welocity for a given position change.
Many different speed profiles can be created, wltiah achieve demanded position at specified
settling time. Some of them are shown in the Fig.
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Fig. 5 — Position, velocity and acceleration enesgying profiles

Energy saving generator creates three types pogtiafiles of S — curve family where square,
triangle and sinus acceleration profiles are uséfdsquare acceleration profile is created, then
trapezoidal velocity profile is obtained. On thiéhey hand, if control algorithm creates triangle
acceleration profile corresponding velocity profiiglled canonical is obtained. Further possibility
for energy saving position profile is ramp. Thaspion profile creates long constant velocity zone
with small magnitude. The other energy saving pmsiprofile is half ring velocity profile, which
creates typical S — curve for prescribed positigmergy expenditures for different types of PMSM
position control are shown in Fig. Final position change was set3toevolutions {8,85radians)
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for maneuver tim®,1s. Time optimal position control with decreasajta has the highest energy
expenditure and therefore its value is assignekb@%ofor comparison.

Time - optimal position control Near time — optimal position Step response feedback Position control with half ring
with decrease torque control position control velocity profile
7 100% 1 839% 1294W.s  803% 1 " 593095  2538W.s
Energy T
expenditure: (t) 30.7 W.
nergy
36.6 \W. sa) Energy ) expenditure {t) ) Energy )
’ expenditure (t) | ~ _ expenditure (t)
t[s t[s t[s t{s]
002 004 006 008 01 042 014 016 018 02 002 004 006 008 01 042 014 016 018 02 002 004 006 008 01 042 014 016 018 02 002 004 006 008 01 042 014 016 018 02
Position control with ramp Position control which use energy Position control which use energy Position control which use energy
prescription saving generator with square saving generator with triangle saving generator with sinus
acceleration profile acceleration profile acceleration profile
Energy Energy Energy Energy
expenditure (t) expenditure (t expenditure (t) expenditure (t)
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Fig. 6 — Simulation verification results of enemxypenditure for different types of position contkith PMSM

3. Conclusion

Presented simulation results confirmed that a negrgy optimal position control algorithm
can save a significant portion of drive’s input gyye These algorithms are based on position and
speed profile generation, feedforward precompemsagind suitable position control algorithm.
Acceleration, constant speed and deceleration oéwa energy saving algorithm complies with
prescribed time for position maneuver. This way ¥elocity of the drive is reduced and therefore
less energy is dissipated due to position maneuv@mulation results confirm that proposed
control algorithm can save substantial portion mput energy if compared with time optimal
position control or position step response control.
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Abstract. Target of the article is the application of matla¢ical analysis and theory of differential equasion
in physical-technical models. We are interestedyimnamic properties of RC circuit with Esaki diogéhich
has nonlinear volt-ampere characteristics. We taidygg time characteristics of voltage in circly, phase
diagram we are following the stability of criticpbints of circuit and bifurcation means the chanfe
stability.

Keywords: Differential Equations, critical point, RC circuiEsaki diode, volt-ampere characteristics,
stability, bifurcation.

1. Introduction

This paper is studying dynamics RC circuit with Igsdiode, this problem can be used in
education at university as a didactics processn€cion between differential equation and some
physical or technique problems is greatly proof.

Course of RC circuit is characteristics of nonlinddferential equation and this equation is
resolving as ordinary separation differential eguratSolution this equation gives us information
about circuit — critical points, bifurcation poiahd with their help we can study characteristics of
voltage in circuit.

2. Mathematics model RC circuit with Esaki diode

In mathematical RC circuit, which diagram is on tpieture, there is resistance R and
condensator C. Suppose that, on condensator irtirtiee 7 is electrical charge and in the
condensator is voltagé€ . Then the condensator is beginning dischargeesistance R and in
circuit is electric current . Voltage in condensabegins to fall. We study time behaviour of
voltageu(t).

cLw 0

Fig. 1.Electrical RC circuit

From physics is noted, that between voltage on msmtom(t) and time behaviour intensity of
electric curreni(t) the next relative is valid
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du(t) 1
) 1 4t~ _RC (t) (1)
i(t)=—<u(t)
The time behaviour voltage on condensator we gsveodution of Cauchy problem
. 1 (2)
x=—-——x, X\r)=¢.
~c < )=¢
Then solution is function
tr (3)
ult,7,¢)=ce R, t=1.
Now we change in RC circuit the resistance B \Eisaki diode
7 4
7 —77(Peak)
. it) |
:: u (t) E (Valley)
c f T s : ;
Fig. 2a. Electrical circuit with Esaki diode Fig. 2b. Volt-amper characteristic of Esaki diode

In circuit with Esaki diode is noted from physitisat between voltaga(t) and intensity of electric
current i(t) is valid the next relative

du(t)

Tz_éi(t) }:du—(t):iu(t)[l—uz(t)]. (4)

W)=-up-ve) " ©

Then functionu we can search as solution general differentiahBon

o_ 1 dx 1
X:Ex(l—xz): )= ot X OxE L 5)
Thus for time behavior of voltage(t) we get
u(t 2
lnl—u(zzt) =ctrc, u(t)# o,u(t) # +1,¢c, OR. (6)

3. Dynamics properties RC circuit with Esaki diode

In general we do not know to solve nonlinear ddfgral equations, but important information
we get from critical point, stability through theeuof phase diagram and bifurcation.
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Time behaviour of electric intensity(t) in circuit RC, where resistoR is replaced by Esaki's
diode is realised by differential equation

X:%x(l— xz). 0

Equation (7) is particular case of differentiabiatjon

(8)

x=ax+ax’, az0,

wherea D(—oo,oo) Is a parameter and is important for following afpaiof stability

3.1.Bifurcation in differential equations

If differential equation includes parameter, thatgmeter can way trough of critical value. It will
set qualitative change in character of criticalnpar in relevant trajectory. This change is called
bifurcation and point is point of bifurcation.

In some kind of bifurcation come situatiarhen the critical point lost stability. The qualite
change of stability shouldn’t always means chamge fstability to instability (or opposite).

3.2.Critical points and phases diagrams of differentialequation

The phase’s diagram of (8) means relation betwagration X and his derivatio. Critical point
we get from relatiorx =0 , i. e. it is solution of equation

(9)

ax+ax’ =0, az0.
The diagram of bifurcation means relation betweamameterr and critical pointx.
For @ =0 (8) has one critical point, which we get fromuation ax® = 0.

Critical point x=0 for a>0 is unstable and foa <O is stable, as we can see on phase and
bifurcation diagram.

a<o0 A a>0
. X
X
0

; 0

X

Fig. 3. The phases diagram fa&¥ =0 Fig.4. The bifurcation diagram fo@ =0
Casea>0:

If a >0 then (8) has one critical point, which we get fr(gn

Because equationr +ax® =0 hasn’t solution in set of real numbers. Criticainfix=0 is
unstable.
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If a <0 then (8) has three critical points Xx=0 and x=4%, /%.

» . . " . [-a . .
The critical pointx =0 is stable and critical points = +./— are unstable, which show diagrams
a

on picture.
X
C X
Fig. 5. The phases diagram f&>0,a <0 Fig. 6. The bifurcation diagram foa > 0,
a<0
Casea<O0:
. . -a
If a >0 then (8) has three critical points x=0 and x=% |—.
a

. . : . " . /—a : .
The critical pointx =0 is unstabile and critical points=+.|— are stable, which show diagrams
a

on picture.

0 X a

Fig. 7. The phases diagram f&<0,a >0 Fig. 8. The bifurcation diagram foa <0,a >0

If a <0 then (8) has one critical point=0 , which is stable and equatian+ ax* =0 hasn't
solution in set of real numbers.

Time behavior of voltage<(t) in RC circuit with Esaki diode is realized by (7), where
a:—i<0, a:l>0.
C C

Thus solution of (8) has three critical points: =0 s unstable,
+

X
X=+1 are stable.

Equation f(x):%x(l— x2) has derivation f'(x) :é(1—3x2), which in critical pointx =1 is

negative thus poirx =1 is asymptotic stable, i. e. voltageét) in circuit will be convergent to 1
volt. So voltate in circuit will move around valagolt.
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4. Conclusion

Aim of paper is alanysis of dynamics propertiesR& circuit with Esaki diode, which has
nonlinear volt-amper characteristic. We found thatircit are thee critical point, two are stabtela
one is unstable.
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Abstract. This paper describes electromagnetic field measemé&sraccording to EN-50121-3-1 standards.
Apart from the methodology of the measurementsoiitsists of the limits of electromagnetic disturdzm
from the trams. The measurements of the powerrelgct supplied tram were taken real conditionse Th
paper includes a proper comparison between radatession of the tram, ambient noise and the tioldsh
values. The conclusion whether the tram has oldaime positive or negative opinion was also caraed
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1. . Introduction

Nowadays, when the sustainable development isk th@ environmental problems become
more significant. Due to a huge growth of the amafnelectrical devices people begin paying
attention not only to the common environmental aspsuch as electrical corrosion or vibration,
but also to electromagnetic field (EMF) emissioheTmore powerful the device is the more EMF
emission in its surroundings appears. Common kraiyeas that magnetic field (MF) is related to
current, whereas electric fields (EF) to voltagee®f the most important branches of the industry,
which uses high voltages (so produces EMFS), iglieric traction. In bigger metropolis, the most
comfortable way of communication is electric tram$p- trams, trains or underground. Well-
developed tram network makes communication edsigralso causes the EMF emission from the
rolling stock, to appear almost everywhere.

The set of the EN-50121 standards provides linoitafor the EMF emission of the railway as a
whole to the outside world. Part 3-1 considersiRglstock — “Train and complete vehicle”
and specifies the emission and immunity requireshéantall types of rolling stocks. [1]

2. Crucial information about the EN-50121-3-1 standards.

H field E field
Subrange [Hz] | BW [kHz]| Sweeptime [mg] Subrange][HzBW [kHz] | Sweep time [ms]
9k — 59k 1 300
30M -230 M 100 42
50k — 150k 1 300
150k - 1,15 M 9 37
200M - 500 M 100 63
IM-11M 9 370
10M-20M 9 370
500M-1G 100 100
20M -30 M 9 370

Tab. 1. Guideline for the test (BW -Bandwidth)

The EN-50121-3-1 standard describes the methodhefptoper measurements and specifies the
limits in important frequency subranges. The meame@nts have to be carried out from the
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frequency 9 kHz to 1 GHz and they have to condidtvo tests: stationary (when the vehicle is
standing), and slow moving (when the vehicle is mgwvith low speed). To follow the standard
requirements, measurements have to be done inrf@rgyds (Tab.1).
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Fig. 1. The limits for the electric and magnetic field esion according to EN-50121-3 for
“stationary” and “slow moving” tests.

To cover full frequency range, three types of anésrshould be typically used:
— for magnetic field in the range 9kHz — 30MHz, lcagtenna
— for electric field in the range 30MHz — 300MHz, danical dipole
— for electric field in the range 300MHz — 1GHz, Ipgriodic antenna

Biconical and log-periodic antennas could be reggdaby the biological antenna, which covers
whole range of the electric field frequency.

Fig. 2. Antennas used for the EMF measurements (frometitedldop antenna, biconical antenna,
log-periodic antenna, biological antenna) [soureew.ahsystems.com]

The threshold values for the emission are specifietleld strength units (Fig. 1.). That is the
reason why the antenna factors (AF) and cable $083k) should be used to convert the terminal
voltage of the antenna to the field strength.

dBUV _ 4Buv + AF +CL, (1)
m

dBuA_ dBuVv _ 5154B. )
m m

Antennas should be placed at the distance of 10m the track axis. The height of the antenna
centre above the rail level has to be:

-for loop antenna from 1 to 2 meters
-for the dipole, log-periodic or bilogical antenpasthin 2,5 m to 3,5 m.
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The norm specifies what have to be considered gumeasurement to fulfill the test requirements:

— in the distance of 10 m there should be no bridges)els or vehicles

— the measuring point should be in the midpoint betweatenary supporting masts

— in case of double track place the antennas onidleeo$ the track which is being used

— the catenary should be an *“infinite” line on botildes of the measurement point,
minimum clear length should be 500 m for urban elelsi

— discontinuities of the catenary should be avoidedtion insulators, substations

— proximity of the power lines including undergroucebles should be avoided

— on the same feeding section no other vehicles dhmeiloperating or within the distance
of 2 km

— measurements of ambient noise should be made

- if at specific frequencies ambient noise is higlean the limit less 6 dB the
measurements at these frequencies should not saleoed- they should be noted in the
test report [1,2].

3. Measurements

The emission test was taken from the dc motor tréiim the nominal power of 4 x 45 kW fed from
600 V catenary via the chopper converter.
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Fig. 3. View of the measurement place.
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Fig. 4. The comparison of the background noise and tramson with the limits specified in PN-
EN-50121-3-1, for the “slow moving” test.
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Fig. 5. The comparison of the background noise and tramson with the limits specified in PN-
EN-50121-3-1, for the “stationary” test.

20

Before proper measurements were taken, the baakgnooise had been registered.

As it is shown in Fig. 4, 5, the results could badid into 3 parts. First two parts (9k - 150k and
150k — 30M) are responsible for magnetic field emois, the last part — for the electric field

emission (30M - 1G). In the lowest and the highfgefjuencies the ambient noise and the
disturbances caused by the tram are almost the, dauhevithin the middle frequencies (10M —

55M) the differences are visible — the tram emisssoabout 10-30 dBuV(A)/m higher.

Above mentioned relationship is the same in bolbmisnoving” and “stationary” test.

4. Conclusions

The measured tram acquired positive opinion acogrtth the EN-50121-3-1 standard. All values
of EMF, which have crossed the limit threshold, eveaused by the ambient noise. The limits for
the “stationary” test are more restrictive thantfor “slow moving” test, due to this fact the anmie
noise has exceeded the limit for the lower freqieenonly in one case. All transgressions of the
EN-50121-3-1 limits in higher frequencies were ealalso by the ambient noise particularly by
GSM devices. All disturbance values of EMF causgdrédm are lower than limits specified in the
above-mentioned standard.
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Abstract. The article reviews recently used measuremenntgquabs of cell membrane bioelectric quantities
and properties. It deals with principles of a singkll recording method, specifically with patchnp
techniques. This review provides also brief infotimaabout roles of membrane voltage and its ratatiip
with voltage gated ion channels. According to thbligations summarized in this paper it can be ated
that described techniques could provide importafarmation about electrical processes on the eskl|
and thus could be used for recording of bioeleatri;esponses to external applied low frequency
electromagnetic field.
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1. Introduction

Electrical properties of biological cells have be&a very interesting field of research in
recent years. One of the most important bioelegdtgqoantities is a cell membrane voltage, which is
aligned with an activity of ion channels and thushwhe cell proliferation processes. From this
point of view cell membrane voltage measurements aecessary for understanding the
bioelectrical processes, which are related withathele cell life.

The invention of microelectrodes allowed measurdnoérelectric properties and quantities,
especially voltages, in such small objects as itniscase of biological cells. The method of
measurement was firstly published in 1949 by Ggland R.W. Gerard in [1]. This started further
investigations of bioelectric cell properties. Thlevelopment of measurement methods and
techniques has rapidly grown. Principles of the enndneasurement techniques are described in
the following text.

2. Single cell measurements

There are several methods used for bioelectric nneagents on a cell level, i.e. methods using
voltage sensitive dyes, methods with membrane peited microelectrodes. One of recently most
used methods is a patch-clamp, which was inventethea end of 70’s by E. Neher and B.
Sackmann and published in [2]. This method wasep $brward in research of bioelectrical
membrane properties. Patch-clamp technique providésrmation about currents through
membrane channels as well as membrane voltage.

Principle of the method is in electrical isolatiohmembrane patch from the external solution
and recording current flow into the patdthis is achieved by pressing a fire-polished gfapstte,
which has been filled with a suitable electrolypdusion, against the surface of a cell and applying
light suction. Providing both glass pipette and ceémbrane are clean, a seal whose electrical
resistance is more than 1@Xds formed. The higher the seal resistance, theernomplete is the
electrical isolation of the membrane patch. Seogndlhigh seal resistance reduces the current
noise of the recording, permitting good time resolu of single channel currents, currents whose
amplitude is in the order of 1 pA [3]. As it isulitrated in Fig.1la, it is necessary that the afea o
patch from which recordings are made be small imgarison with the area of whole cell
membrane. An equivalent circuit for the recordiety$p is shown in Fig. 1b.
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Fig. 1. The relation of pipette to cell and the equivalkelettrical circuit during patch clamp recording.

The opening of an ion channel is represented asltiseng of the switch. The pipette resistance
and seal resistance are in series between thefenphd earth (the external solution) and the lpatc
and cell resistances are in parallel with the sesibtance in this path. The background noise lisvel
also minimized by a high seal resistance. The mag@f the current noise (irAthrough a resistor
(R, Q) is related to the Johnson voltage noise duedadhistance, being given by:

s% = 4KTfJ/R, (1)
wherek is Boltzmann’s constanT, is temperature (°Kelvin), and is the bandwidth (Hz) i.e. the
low pass filter setting. Thus, for a 1Q&esistor at 20°C, the standard deviation of theecu
noise at 1 kHz will be 0.04 pA, but for a resistdr100 MQ it will be 0.4 pA. In the recording
situation used in patch clamp (Fig. 1), resistarent noise will depend on all the resistive paths
ground from the amplifier input, decreasing asstesice increases. In the earliest experiments the
seal resistance was less than 10Q kihd the noise prevents good resolution of curremtaller
than 4 or 5 pA. The achievement of gigaseal ralyicaproved the signal-to noise ratio.

Currently, the patch-clamp technique is still beitgyeloped, and resulted in improvements of
modern single cell measurement methods. The pdachpctechnique is used in various modes as it
is shown in Fig.2. These modes can be summarize:dhréefly described as follows:

Cell-attached recording

This mode is used to study single channel currdénissnecessary to keep good mechanical and
vibrational stability for long enough to record f&tient data. Opening of voltage-activated channels
may be achieved by stepping the potential insidepthette. Often the pipette solution will have the
same ionic composition as the bath solution; stutgin of ions may be made for studies of
permeability properties of channels.

The membrane potential of cell-attached patchgsc{) is determined by that of the cell
interior (Veq1) as well as by the pipett®,f). The membrane potential is therefore:

Vpatch = Veell = Vres - (2)
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Cell-attached patch-clamp current recording revea¢ssenger-mediated mechanisms by which
agonists cause opening or closure of single iomméla. The cell-attached configuration of patch
clamp is recently used in researches such as #]5n

-~ Pipette -
—— Electrode

Cell
membrant
lon
channel
Cell-attached Mode Whole-cell Mode
——  Pipette —=
Electrode —
Cell
g memhbran
¥ lon ";.!
channel
Inside-out Mode Cutside-out Mode

Fig. 2. Main modes of the patch-clamp technique

Cell-free, excised patches

Much work is done using patches in the cell-attdamede, but the resting potential of the
cell is not known and neither intra- nor extradeltuonic concentrations can be changed easily. For
these reasons, it is sometimes essential to warky @scell-free mode, with excised or ripped-off
patches. There are two kinds:
Inside-out - made by pulling the membrane patctit@fcell into the bath solution.
Outside-out - made by applying suction to desthmy/membrane isolated by the patch pipette and
then pulling the pipette away from the cell. Thermbeane should reseal to give a patch of
membrane whose intracellular face is in contadh wie pipette solution.
Whole-cell recording

Whole-cell recording is achieved by destroying thembrane patch using suction so that the cell,
whose interior then comes into contact with theitsoh in the pipette, may be voltage or currentrgad.
The principle of this mode is illustrated in Fig.PRractical application of this technique is in @sé of
ion channel activation/ inhibition and current flalarough the ion channels as it is in case of the
publications [6, 7]. Most of applications of memtex techniques are in research laboratories, where
investigations about bioelectric cell propertidsetalace, as it is illustrated in Fig. 4.
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Fig. 3. Principle of whole cell recording [8] Fig.4. An example of applied patch-clamping

3. Conclusion

Modern techniques in bioelectric cell propertiesearch tend to be noninvasive or mini
invasive. The patch-clamp method described indhisle is currently frequently used for a single
cell recording and provides important informatidroat cell membrane, cell membrane structures,
and their bioelectric properties. Development ohtitmed techniques allowed study of such small
membrane structures as it is in case of ion chanaedl current flow through these structures, or
voltage changes across the cell membrane. Acquaks of electric currents were in order of pA
and voltages in order of mV. It is proven, that tbell membranes and their ion channels
significantly influence the whole cell life and p&aimportant role in cell proliferation. According
this, it could be concluded, that such small valokslectric currents and voltages act as a control
signal for cell differentiation and proliferation.
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Abstract. This paper deals with parameters investigatiohinéar Switched Reluctance Machine (LSRM)
by means of Finite Element Method (FEM). The arialys carried out on the basis of input geometrical
dimensions and materials of the real LSRM. Theutaton of the LSRM static parameters such as phase
inductance, flux linkage and force versus phasesatiand position were carried out.

Keywords: linear switched reluctance machine, finite elermeathod, static parameters.

1. Introduction

An optimization of electrical machines design isamtual task from the point of view of input
electrical energy consumption (motoring mode) anodpction of electrical energy (generating
mode) [1]. The main aim of the optimization is tarease efficiency of electrical machines and to
decrease losses. The efficiency optimization oftelsal machines can be carried out during their
design. There are several methods for the desigreps, mainly the analytical calculation [2], [3].
A very useful tool for the design of electrical rhaees is Finite Element Method (FEM). This
method is also convenient to calculate the parameted performance of electrical machines [4].
This paper deals with static parameters calculabbrthe LSRM, such as phase inductance,
electromagnetic force and flux linkage, neededafdeeper analysis of its performances.

The LSRM construction is very simple. Both statod anover have salient poles and only the
stator carries winding coils, which are suitablyweected to create phases. The magnetic flux is
provided by phase current to develop a reluctaoaaeef[1]. This machine can operate as a motor or
a generator. The three phase basic structure oM_LSRBhown in the Fig. 1.

Phase A X
Phase B

a
Phase C i
Mover ['_U !
|_\ JL L0

Fig. 1. The three phase LSRM

Xy Stator

24!

This paper is made in cooperation between the Wsityeof Zilina and the China university of
Mining and Technology in Xuzhou, China, where tli#&RIM was developed and manufactured. In
the future, this LSRM will be optimized from theipbof view of power density and volume. In the
Fig. 2 there is shown a real prototype of the LS®RMere the moving and static parts are separated
for illustration. The LSRM from the Fig. 2 is anagd by means of FEM, especially with the
FEMM 4.2 software using planar 2D system. The stpirameters mentioned above have been
calculated for different phase current and movesitfmm.
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Fig. 2. The three phase LSRM prototype with separatedrstaitd mover

2. FEM Analysisof the LSRM

For the FEM magnetostatic analysis the followinguin data are necessary: geometrical
dimensions of the machine, current density of om&sp, material constants (winding conductivity
and relative permeability, B-H curve of LSRM ferragmetic circuit material) and boundary
conditions. The parametric model of LSRM has beerated in LUA script in the FEMM 4.2
software for more convenient calculation with lowene consumption. The LUA script also
enables the LSRM model optimization (changes of geemetry of the machine) during the
execution of the script.

The accuracy of the result depends on the sizeEdfl Ffnesh and accuracy of the input
parameters. In our model, 17.000 nodes have bemh @ifie calculation was carried out for each
individual mover position and current under stabadition. The mover positiaawas moved from
alignedx, to unaligned positiow, with step of 0.5 mm and in each position the aurreas changed
within its working range from 1 to 35A. In the Figa the distribution of magnetic flux lines of
LSRM for aligned position can be seen, in the Hgi@r unaligned mover position. The phase
current was kept constant 10A.

Fig. 3. The distribution of magnetic flux in the LSRM fphase current 10 A, a) aligned mover position,raligned
mover position

The static parameters of LSRM are very importantittodesign, dynamic simulations, losses
and efficiency calculations. We will deal with teessues in the future to improve some LSRM
performances and parameters.

2.1. Magnetic flux linkage calculation

The first parameter which has been analyzed isflthe linkage versus phase current for
different mover positiony =f(I,x). The area bounded by maximal phase current anboby ¢+
curves for aligned and unaligned positisnequal to mechanical energy, which is converted t
electromagnetic force [1]. In the Fig. 4 can benst#ee curves obtained by means of FEM for
different phase currents and mover positions.
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Fig. 4. The flux linkage curves for different phase cutseand mover positions: a) 3D view, b) 2D view.
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2.2. Phase inductance calculation

The phase inductande=f(l,x) versus mover position for full current range istatic parameter
which is needed in LSRM mathematical model for agitasimulations. The analysis was made for
the whole working range. The phase inductance Ipeoéire shown in the Fig. 5. Presented analysis
neglects end effects.The origin of the positionsasi set to aligned position and the inductance
decreases its value for each phase current ustifribver and stator are not in unaligned position
(Fig 5b). The results are obtained by means of FBEM_SRM in accordance with the following
equation:

L= . (1)

whereA is magnetic vector potential,is current densityy is volume and is phase current.

0.04

_=5,10 A

0.03537

004 ~ o~
x‘\ 1=15 A Xa 4
/
= — 003g
=098 z s
o 5 i N =20 A 4
& B 0.025[ Vaglin
S 002 2 . -~
3 £ — —1=25A e
u 2 0.02F= S i
o0 = 7 R L))
= N el
v
0 0.015 « /
I=35A 1=30 A
0 - | u /;/\/
0.01 < —
300 = ‘T\—\jg:l«// =
current (A)
- 0,0050 20 20 60 80
40 o position x (mm) position x (mm)
a) b)

Fig. 5. The phase inductance for different phase curmismover positions: a) 3D view, b) 2D view

2.3. Electromagnetic for ce calculation

The electromagnetic force was also calculated byammeof FEM. The static force
characteristics were obtained for the whole workiagge. Maxwell’s stress tensor prescribes the
force per unit area produced by the magnetic fielé surface. The differential force produced is:

dF :%(H (Bh)+ B(H ) - (H B)n). (2)

wheren denotes the direction normal to the surface aptiet of interestB is flux density and

H is intensity of magnetic field.
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The calculated values of electromagnetic force direction are shown in the Fig. 6a. For more
complex analysis the average foF&g is necessary to be known. So the average foigiees as:

XU
1
P = o [ Flx. ©)
Xa

where Ax is defined asAx=xyx, and it is difference between aligned mover positg and
unaligned mover positior,. In this case the difference is 45 mm. The phaseent was kept
constant 1=5,10,15, 20, 25, 30, 35 and averagdreteagnetic force for LSRM is shown in the Fig.
6b, calculated for intervaix.
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Fig. 6. The LSRM electromagnetic force: a) static curi®saverage forces

3. Conclusion

The static parameters of the LSRM were investigatedneans of FEM. Flux linkage, phase
inductance and force of the machine were calculmiedach mover position and phase current. The
average force of the machine at the nominal cu2bri is 235 N. The investigated parameters will
be compared with measurement in a future work.sltobvious that there are still some
imperfections in the machine design and hence oturé effort will be set on the efficiency
improvement of the LSRM.
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Abstract. The aim of the present paper is to assess andimgrdal evidence in which tolerances varies of
response between remote PLC at the process hleelgh industrial network of controllers PLC . Rbe
experiments we have chosen PLC from the manufactsiemens with communication via Industrial
Ethernet.
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1. Introduction

Programmable logic controller (PLC) which has tldvamtages of high reliability, design
flexibility, simple programming and higher cost fmemance has been widely applied in the
industrial control field [1]. In small applicationshere suffices to control the one programmable
logic controller the communication is not critiGaid is guaranteed by the manufacturer PLC with
minimal response. Task of the communication is bo#diate communication with the normal PC
in order to create and transfer between the PLCP&dand also transmit data to the master levels
for operator control technology.

2. Management of PLC

For the direct control of the only PLC is possilbée rely on the manufacturer prescribed
reaction between the input and corresponding giuduighown on Fig. 1la. This response is around
10 ms depending on the memory size, processor sgspectively longest time programming
recurrent cycle (scan) of the processor. In comgilihe distributed control system for managing
large-scale industrial applications is always vienportant to address the issue of communication.
There appears sometimes a requirement to conteobtitput of the remote PLC accessible only
through an industrial communication network shown Fig.1b. Response in this case will be
greater and will depend on many factors. Industni@lworks provide on the procedural level
particular control of the production process therefrequire high reliability, deterministic mode of
communication and high performance. On the otha®, gshey allow connection with a centralized
operator level ( PC with SCADA / MES function) dfetwhole enterprise information system with
top ERP system.

Conventional corporate (Proprietary) industrial waaks use from the standard reference
communications model (RM-OSI) only three layersygical, line and applications (examples are
protocols CAN, Profibus, DeviceNet and others). Rlodnetworks based on the Industrial Ethernet
(IE) technology TCP / IP uses five layers, wherephysical and link layer adds transport and
network layer to support TCP / IP [2]. Industrialh&rmnet is the applications of IEEE 802.3
standards with requirements of factory equipmerd amtwork protocols [3].Management of
connections between remote PLC performs link layién the use of transmission in real time, its
most important function is addressing individualdP& nodes on the bus.
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Fig. 1. Management of PLC: a) direct, b) through indasttommunication network

3. PLC Configuration

If PLCs want to communicate in common industriattwegk, they must use the same
communication protocol. It is actually a summary thie parameters and rules governing
communication. Selection of the communication protas subject to network selection.

For practical verification of communication amoihg tvarious PLC we used the communication
model consisting of parts:

Hardware: Simatic S7-300 (CPU 315-2 PN/DP)
Simatic S7-300 (IM 151-8 PN/DP)
Software Step 7 S7/M7/C7 (Version V5.4 + SP5 + HF1)
Network Ethernet
Protocol: S7 communication (with system blocks BSEND, BRCV)

3.1. Mutual communication between PLC

After programmed systems blocks and after follainfy CPU both PLCs programmed blocks
we can convince the running of communication betwteo PLCs. Block BSEND sends data
to another PLC, where block BRCV accepts them.irf@etystem blocks can be seen from the
figure below.

#3end Data #Rec Data
1 g -
Miz.1 )
Pulse, which activat e mMiZ.1
send data every 100 \ :‘Tn;nim Activation of Terap
ms "y T —EN receiving data | FXRrmansnt
o g 1
M1.0 ; ]
Fuls on ID number of (% L1" - EN
ID number of connections createfl 1
connections create h t
o Plro Ne in Pro Net M50.1 — EN_R
— - 1680001
Indication identical| __ PULS" --{REQ Indication identical WELGHL — ID
with bearing partnef with bearing partnef |
BRCV .= R BSEND 16#00000001 |
1640001 DW#legl —F ID HDR =, ..
Specification of the \ WHle#l — ID
data to be sent an 16400000001 |
max. range data Dl LER—RITD DONE(—. .. PHDEZOL. ERROR/—, , .
(WORD 5, P#DEZ00. ERROR/— . . . DEX 0.0 |
DEX 0.0 WORD 5—RD_1 STATUS =, ..
WORD 5 — 5D 1 STATUS —, , |
1680005 | 1640005 | |
M5 E — LEN ENGi~ 4 —LE!‘] ENOM J
a) b)

Fig. 2. Systems blocks: a) SFB 12 BSEND, b) SFB 13 BRCV
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Data sent from the DB 200 by BSEND functions of Ph&ve been taken by another PLC by
BRCYV functions to DB 201. Data will be able to seardtl receive after each elementary types (bit,
byte, word, int, real,...), or whole data fieldsréy,..) [4].

4. Experimental results

For experimental verification we linked two PLC @auiatons via Ethernet. For this idealized
(channel without interference by other nodes anttiouit industrial interference) configuration we
observed for one minute cycles of data transmitttd/een PLCs:

1. resizing pulse parameter REQ block of BSEND,

2. change in volume of transmitted data.

From transmitted data block we observed one bitchvktate (0,1) is changed each time you
make cycle of data transfer for one minute. We usmdhter C1, which counted a state variable 1
and counter C2, which counted state for variahle 0

We detected that for size of transmitted data 108 &amelO0 ms the variable impulse
in parameter REQ into block BSEND in both PLC wamried out 578 cycles of data
communication over one minute for time scan of AP&ahd CPU 2 (Fig. 3 a). The same experiment
we conducted for 1s impulse in parameter REQ inlboBSEND (Fig. 3 b). In this case, the number
of cycles between two PLC during 1 minute fell @ &his means that for 10 - fold reduction of
frequency data communication between two systerskblboth PLC is also number of cycles
carried out the data transmission decreased altb$bdld. A marked change of both CPU times
scan was not recorded.

c i : COUNTER - C#2eg c 1 i \COUNTER . C#30
oo ‘COUNTER - C#289 c 2 \COUNTER C#30
a) b)

Fig. 3. Counters cycles transferred data size of: &3 46d 100ms impulse, b) 10 B and 1s impulse

This time we increase the volume of communicatdd ttathe maximum i.e. 32 kB. For pulses
lasting 100 ms to during 1 minute transmission tgdce 338 times (Fig. 4a). Again kept
previously mentioned times scan both CPU. We tteededuce the frequency of transmission.
Into REQ parameter of block BSEND both PLC we jdiries pulse, which initializes sending data
from one PLC to another. In this case the trangomssarried out only 26 times (Fig. 4b).

L (COUNTER | cees C i JOWTER S
c 2 (COUNTER - C#169 ¢ 2 o owm W AR

a) b)
Fig. 4. Counters cycles transferred data size of: &Band 100ms impulse, b) 32 kB and 1s impulse
For these experiments results that scan time di pobcessor significantly does not change
either for condensed frequency transmission, eftirelarger volume data communicated. It means

that tested data communication ran reliably andiqudarly without processors encumbrance in
both logic controllers.
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5. Conclusions

A practical example was demonstrated one of theswaly data communication between
multiple PLCs. We chose a model where both procssae a type of SIMATIC. We chose IE
network with the service S7 communication. Systdotks SFB 12 and SFB 13 BSEND BRCV
have been used to transfer data, which are capéldansmitting a maximum of 32 kB of data for
S7-300 and 64 kB for S7-400.

As mentioned earlier and experimentally verifiggeed data communications among multiple
PLCs depends primarily on the used hardware (CR¥g)tyindustrial networks, for which takes
place transfer date and parameter settings of mgskdocks including the size of data transferred.
In the future we expect verification of communioatibetween PLCs from other manufacturers as
Allen-Bradley, Schneider Electric, etc., namelyngsihe channel with industrial interference.
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Abstract: This article presents the problem of the develogne management strategies demand for
electricity. An important role of "DSM" is to maaih energy supplies to individual customers at the
required level. This involves appropriate plannieggcution, monitoring and analysis of various esta of

the manufacturing sector and electricity distribntiequipment and work with each end consumer. In
addition, the article raises the issue of enerdiciefcy of the country, ways of its realizationdan
implementation.
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1. Introduction

We all want the convenience of using electricitpwéver, we do not realize that the supply
of energy to our homes is a complex process, whisés hundreds of miles of wires and
complicated equipment.

In the past, the main objective of most strategpemand Side Management (DSM) was to
provide energy and power, so as to defer the needuiild new sources of energy, including
production facilities, purchase of additional powi&s transmission and distribution. However, due
to changes in the energy sector, electrical equipraee supported through programs "DSM" in
order to improve relations with a potential consuied obtaining the key information to improve
the functioning of the system. "DSM" refers to #meergy and charges affecting the shape of the
action taken in response to new readings of thetretal equipment.

"Demand-side management (DSM) consists of planningglementation and monitoring of
electrical appliances that are designed to enceuragsumers to change their level and structure of
electricity consumption. It is a complex processvimich planning, implementation and monitoring
of electricity use by the consumer, depends orattadable energy levels in the grid.

The main objective of Demand Side Management isn&intain the liquidity supply of
electricity to consumers in relation to their energeds, to avoid overloading the whole energy
system. To achieve this aim the flow of electricgtyonstant, and therefore the most effective.

"DSM" refers to "actions taken by the consumer sitlehe meter to change the amount or
timing of energy consumption through it, dependinghe amount of energy produced by the plant.

2. Management strategiesfor a country DSM

Demand Side Management is essential for promotmgygy efficiency because of the
country: it decreases the demand on the electn@tyork, it delays the need to build additional
power plants that would complement the growing dsarfar power by consumers, provides lower
electricity costs, creates the possibility of nawj@cts for energy producers.

Use of electricity by using effective strategies'fToSM"is one of the keys to improving our
environment. Managing demand for electricity, inotfaneans that less electricity to be generated. It
uses a more reliable method of energy supply, tn@ese gas emissions be reduced, increasing the
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protection of non-renewable resources, reducedr@mwviental emissions, and increasing water
savings in power. Demand Side Management suppalits seliable supply of electricity.

Currently, many programs "DSM" offers a wide ramjeneasures that can reduce energy
consumption and its costs, and maximize end-usaesfCy to avoid or delay construction of new
power plants. These include:

- Reducing peak power consumption by the customers,
- Reducing overall energy demand,

- Increase the reliability of the power grid,

- To increase network efficiency,

- Increasing the efficiency of generating units,

- Managing the costs of electricity,

- Manage system loading,

- Efficient distribution of energy,

- Refit the fuel.

Energy Efficiency Plan and its effective use isdmeimg a national priority and a necessity
for the future development of the country's econoMginy essential elements of the strategy of
"DSM" is reflected in increasing the energy effietg of state, including:

- Act, short-, medium-and long-term energy effi@gn which will support the economic
development of the country.

- Creating a national consciousness that elegtrisifh precious commodity, which is to be applied
universally.

- Promoting energy efficiency through legislatioomed at: preventing the use of inefficient
equipment, to achieve high energy efficiency indtgirety with the natural resources used for
electricity generation, the establishment of me®@ma for financing energy efficiency projects,
ensuring adequate funding for energy efficiencyaquts of the country.

- Implementation of selected major projects to @ase efficiency and reduce the efficiency of the
country.

- Use of alternative sources of energy for heating.

E Current policies OEconomic potential B Technical potential

[%]

Househaolds Transport Industry Tertiary

Fig. 1. Final energy savings in EU27 in 2020.Source: EliciPand Legislation

3. National consciousness as an important factor to improve ener gy efficiency
Electricity consumers generally, whether it is gaohdustry or households, play a key role

in achieving energy efficiency. Looking at how emers used, you can take steps to save energy by
using efficient devices such as smatrt.
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Achieving energy efficiency in homes is very simpdply a few basic steps you can take
to save electricity. First look at the house and gan make sure all the air gaps are closed, the
insulation is installed in the ceiling, and whethlee house is made of suitable materials. Using
everyday objects associated with the fundamentakipte - "if you're not using, disable it. "
Disabling saves money. Do not leave your TV, DVBygr and other devices in standby mode. It is
recommended that you use compact fluorescent Ig@pk's) instead of incandescent bulbs. In
addition, room temperature must be within the rainge 18 ° C to 22 ° C.

S0a0

REDUCED PEAKS *
4000 =

3000 # = +

2000

NORMAL COMSUMPTION
= = = AFTER REOUCE

1000

1 2 3 4 & 6 7 & 8 10 11 1% 13 14 15 16 17 18 19 20 21 22 23 24
HOUR S

Fig. 2. The basic assumption of demand side managememiptove energy efficiency.
Source: Own

Energy efficiency in thousands of offices and basses can be achieved through energy
conservation by the way in which business is cdroie. In addition, managers of companies should
ask themselves these questions:

- How much electricity is currently using the compa

- How much activity per month?

- What are the best ways to save energy in yoly dasiness?

- How can savings plans to include the companyaesiic plan to raise general awareness in the
company?

Energy efficiency starts with good design of theldng. Please check that the automatic
doors and air curtains is correct. Cracks windoargdacive conditioned air from escaping. In areas
that have high levels of natural light, you shoadshsider disabling electric lights. Is recommended
to replace incandescent bulbs for compact fluorgsieenps. If there is an adequate flow of air in
the building will be enforced on the equipment torkv harder by heating, ventilation and air
conditioning to achieve the desired temperaturés Important to install a building management
system that automatically turn on and off lightsating, ventilation and air conditioning.

Another essential factor is to maximize energycedficy in electricity use in industrial
facilities, particularly those that extensive usk ebectric motors. These units are the main
consumers of electricity. Promoting and implementamergy efficiency programs, establishment
and participation of workers is the first, yet masiportant step towards achieving substantial
energy savings. Switching to energy-efficient erginincrease oversight of motor control will
maximize the benefits. Turn off appliances that mwe being used, helping to reduce energy and
maintenance costs.

Agriculture is also an important area for actionngprove energy efficiency of the country.
By making small changes in the way the energy @ersured of the highest quality products at
low cost. For example, using irrigation, rememberptoperly fit the pipe and nozzles. Small-
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diameter tubes operate at a higher level of farctiore electricity is needed to increase the ohte
water supply and to overcome friction. Sprayer tezzshould be checked on a regular basis. You
can also reduce water losses arising due to leghpes. Leaking pipe the result that the pump must
provide more water, which increases energy consompBy conducting regular maintenance can
reduce energy costs and increase water conservéti@audition, you can use gravity flow, even
when the supply power is not available, therebyrgpenergy for power pumps.

4. Conclusion

Demand Side Management defines the process of yengigagement in order to optimize
available and planned its resources. "DSM" is tyim influence the way which industry, trade and
individual customers consume electricity. The flfagsgoal is to help customers manage their
energy consumption, particularly during peak pesja@sulting in cost savings. DSM is mainly on
improving the energy efficiency of the country amghlementation of load management projects.

Electricity consumption will grow two times fastahan the overall final energy
consumption. Provides a substantial increase indwde electricity production in spite of the
growth of consumption in developed countries. Itepected doubling of global electricity
generation of 116 TWh in 1990 to 230 TWh in 202@nérally, a significant increase in the share
of electricity in total energy consumption. Thi€iease will apply to a greater or lesser exteht, al
countries which highlights the importance of thester and the need for its frequent updating. This
also applies to the situation of Polish.
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Abstract. AC/DC converters generate into the power systegh hiarmonic currents and voltages, which
causes a deformation of their shapes and increade® power losses. These article gives shorterevi
about basic methods of reduction higher harmonicghiase currents of AC /DC converters consisting of
parallel connected 6-pulse bridges.
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1. Introduction

In recent years, the harmonics in the power systgpear due to the widely applications of the
electronic equipments in which the AC/DC conversge usually used. Therefore, it is very
important to reduce harmonic components in supplyrents of the AC/DC converters.
The harmonic problems can be solved by using theeaélters which usually operate at high
switching frequency and are not suitable for highver applications. The power factor and total
harmonic current distortiomHD of the input line current can be improved by usoighe multi-

pulse AC/DC converter. The total harmonic currdastaition THD, is described by formula:

Ik
- o 1
THD, == —100% = I 0
1 h=2

where: |, - relative current component bf harmonic order

Multi-pulse AC/DC converters generate odd currearhtonics order:
h=klqzxl. (2)
wherek- number of parallel connected 6-pulse bridgesiumber of pulses

As results from (2) an increase in pulse numfgas the basic method to eliminate high
harmonic currents. One obtains an increaseqim classical solutions by series or parallel
connection op number of 3-phase bridges supplied by transformwébsrequired phase shifting.

2n
=, 3
ap 3)
Another method consists in the use of rectifierhwiodulators in DC current circuits.

2. Multi-pulse AC/DC rectifiers

Fig. 1. shows modified systems consist of 6-pulsetifiers they behave approximately
as 24-pulse (Fig. 1a) and 36-pulse (Fig. 1b) rectifin consequence of alternate conducting of
diodes and thyritors connecting to terminals ofititerphase transformer. The depth of asymmetry
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in load of each of component rectifiers dependiiof number of reactor segments in consequence
improve the power quality.
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Fig. 1. Diode rectifiers with modulation in DC current: 29- pulse, b) 36- pulse [4]
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Fig. 2. Line currents of component bridges and rectifiedt theirFFT analysis in: a) 24- pulse, b) 36- pulse mode [1,
3]

The 36- pulse rectifier offers a higher quality ubpcurrent (line current) while that
of the 24- pulse rectifier is distorted. TAHD of the 24- pulse rectifier equals 7.09% but for
36- pulse rectifier 4.66%.
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Another type of modulation in DC current circuit the form of interphase transformer
is presented in Fig. 3 [7]. Primary winding of thensformer is supplied from AC current
modulator. The shape and magnitude of AC curremmsformed from primary to secondary
winding determines the depth of load asymmetryeofifier component bridges.
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Fig. 4. Line currents of component bridges and rectifiedt theirFFT analysis [3]

The shape of line current of the converter is closginusoidal one. The total harmonic current

distortion THD; in this case is equal to 1.03 %.

3. Conclusion

Conventional AC/DC converters are developed usimgdets and thyristors to provide
controlled and uncontrolled unidirectional and tedtional dc power, however, these converters
have problems of poor power quality in terms ofeatgd current harmonics, resultant voltage
distortion and slowly varying rippled DC outputlaad end, low efficiency, and large size of AC an
DC filters.

High-power applications use AC/DC converters basadthe concept of multipulse mode
(namely: 12-, 24-, 36-pulse) to reduce the harn®mAC supply currents, to overcome presented
drawbacks and to fulfitontemporary power quality standards. The variatbharmonics in the
input current for different pulse numbers is shova. 1.

Pulse number THD [%]
6 34.5
12 14.5
24 7.09
36 4.66

Tab. 1. Variation of THD with pulse number



It is possible to further improve tAgHD using the modulator in the DC circuit shown in.RBg
The value ofTHD for this case is 1.03%, which is a very good resdulti-pulse rectifiers with
modulation in DC current circuit meets the standasgecified for connecting devices | and I
quality [8].
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Abstract. This article is a presentation of computer analgdithe logarithmic analc«-to-digital converter
(LADC) with successive approximation. The methodlodrge accumulation has been discussed and fi
chos@ parameters of converter structure, the simulatiibh chosen capacitances of accumulative capa
has been conducted. A criterion for choosing capaces of accumulative capacitors has been deteth
Fundamental parameters of the converter heen given.

Keywords: analog-todigital converter, logarithm, approximation, chargienulation, accura.

1. Introduction

Fast development of monitoring computer systems digital signals of informatiol
processing favouredn appearance of a considerable nui of various analc-to-digital converters
(ADCs) which are an important element in assuringimg beween digital signals and syste
with real objects. It should be emphasized thairmftion of object condition is mostly (over 90
in analog form. Particular attention is given to @vith logarithmic characteristic of conversit
Using a logarithm alls an effective solution of such important tasks@spression of a dynam
range of output signals, assuring a constant vafuelative error of conversion, linearization
conversion characteristics and a significant ineeeaf efficiency of digité processors. In
logarithmic arithmetic, operations of multiplicatiodivision or raising to a power come dowr
operations of adding, subtracting, multiplication division through constant coefficients
appropriate data which are in logarith form.

In fig.1 the logarithmic analc-digital converter (LADC)with successiv approximation is

shown.
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Fig.1. Logarithmic analog-tatigital converter (LADC) with successive approxiia
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Initially in this converter a capacitor C1 is beidgarged through switch SO to the referent
voltage V0. At this time switches S1, S4 are cloaed switches S2, S3 opened. The value o
initial voltage VO being on the capacitor C1 isnsterred on the scale converter (SC). The ot
voltage of this SC (Vsc) is corared with the input voltage Vin and the new valfieratage in
accordance with the chosen transmission coeffickernis set on a capacitor C2. Transmiss
coefficients ki must be different from unity. Innmsilated circuit they are assumed as being |
than unity. In the next tick of the clock the valolevoltage VSC is compared with input volte
Vin. When the value of Vsc voltage is lower tham Woltage a comparator is in “0” state and
next coefficient of transmission ki+1 is choseneiitihe apacitor C2 is being charged to the r
value of voltage according to the set coefficiehttransmission (in this case ki+1). When
voltage Vsc is higher than the measured voltageth@m the comparator changes its state tc
and during the next ticof the clock switches S1, S4 will be opened anmidches S2, S3 closed. .
the same time the value of the voltage on the d¢tpac?2 is being transformed on the capacitor
At this moment the algorithm of this method staasepeat itself. When trcomparator is in “1”
state the capacitors C1 and C2 connect themsalvdee tSC with a change of their places. W
the comparator is in “1” state capacitors C1 andc@2nect themselves to the SC with chang
their places. When the comparator is in state, the capacitor connection of the C1 and GBd
SC stays the same. Voltage which was set on thacttap connected to the input of the
becomes transferred through the next coefficientsnkil it reaches the voltage of the capac
connectedo output of the SC higher than Vin. The algoritbfirtconverting a sample of signal la
until ki=kn that is to take into consideration @lnsfer coefficients in cycle of sampled signar
an eight bit converter n=8).

2. Simulation system of analog-to-digital converter with successive
approximation

Analysis of the logarithmic anal-to-digital converter (LADC) with successive approxirat
was conducted using a signal circuit running froinc@pacitor to C2 capacitor (fig.

e DT> 10
7 3

Fig.2. Converter system presenting signal circuit fromc@facitor to C2 capacit

C1

Cc2

The presented system for examining the logaritranao¢to-digital converter consists of fiv
blocks: analog switch (S), emitter follower (Ef/Bard), scale converter (SC) istem setting
appropriate amplification lower from unity), signalerter (In), switching circuit (SwC) (syste
decreasing resistance of ordinary analog sw

It is assumed that the LADC system works with thene capacitances on input and ou
(C1=C2). In the simulation of the anal-to-digital converter these capacitances were ch
considerably higher than the parasitic capacitantdise system and were equal to: 0.1, 1, 10,
nF. For the realization of particular blocks of ttumverter (fig.2 switches AD4066 and operatior
amplifiers AD747AP were use

Results of the simulation are presented in f- fig.7 in which for time from 0 to 1 us tt
converter is switched off and in timy= 1 ps becomes its switchimgr. Analysis is considereor
the first tick of the converter, that is when thatage reference from C1 capacitor is equal to
and is transferred through the scale converter (83J2 capacitor. In this analyzed tick the we
of the scale converter is set to 0.1 which she voltage on capacitor C2 sets on 1 V. In anal’
system parasitic capacitances of LACP (which haflaence on oscillations occurring on capac
C2) have been taken into account. Capacitance &R.Accumulative capacitors equals 0.1
(fig.4.) occu short lasting oscillation
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Fig.3. Simulation circuit (system diagram from the simigdatsoftware- Proteus)

It can be assumed that capacitor C2 reaches thargd volume of 1V with accuracy
assumed error after 1.8 ps time. The highest amdgliof oscillations which occurs with lo¢
capacitance equals 1 nF (fig.5). These oscillatresslt from influence of parasitic capacitance
the system. It should be stated that with an irseaf capacitance, the time of charging
capacitor increaseand also the time of one tick of the converter éases. Obviously the time
one tick can be decreased to an appropriate addeptaror of the converter (fig.6). By usi
capacitances of accumulative capacitor equal toFl@he frequency of oscilions on C2 capacitor
does not have such a significant meaning as thiadasme of these oscillations. In fig.6 amplitu
of impulse response for time from 8 to 14 us hanbweagnified twenty times. Assuming that
scaling output voltage from C1 cajitor finishes in 11 us then the scaled voltage @nc@pacitol
will be with relative error equald= £0.06. As described above, the time of charging cégais
particularly visible in fig.7. Time of reaching Ix6ltage equals to 7 ps not counting tim:lasting
oscillations.
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Fig.4. Voltage on C2 capacitor before and after switc-on one measuring tick of the converter for capacita C1
C2 equal 0.1 nF
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Fig.7. Voltage on C2 capacitor before and after switc-on one measuring tiakf the converter for capacitances ¢
C2 equal 100 nF

3. Summary

On the basis of conducted analysis of the logaiithenalo«-to-digital converter it can b
stated that:
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On the output of LADC converter signal oscillatiom$iose frequency depends on used
parameters of system elements and accumulativecitaygaC1l and C2 occur. From conducted
simulation it can be stated that with increaseapfacitance of accumulative capacitors (from 0.1 nF
to 100nF) time of stabilizing response (time ofif@dsignal oscillations on C2 capacitor) increase
for the smaller accumulative capacitors from 0.lamé result in faster discharge of capacitance
(lack of keeping charge) which influence the enbconverter conversion.
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Abstract: This article presents the problem of developmdnmedium and low voltage, and the same
energy distribution companies. Much of the disttidnu network is already heavily exploited and netdse
modernized, which is associated with large findmmiglay. Conducted by the company's investmentsiish

be economically justified and must contain optirealutions for current and planned by the company's
ventures in the energy sector.
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1. Introduction

The following text discusses the problem associatgd the creation of distribution network
development strategy in energy companies whilegsaifeling the effectiveness of investment in
order to create a mechanism that will meet curemgrgy demands, assuming of appropriate
policies and activities of distribution compani€xeating long-term strategic plans for business
development is essential to achieve those objex;tae well as financial gain from the distribution
business unit of energy.

In recent decades there have been major changjes @mergy sector, mainly related to national
economic growth and increasing demand for eletyriand heat by the public. The distribution
companies have undergone a profound restructufirigday, where they are now privatized and
liberalized. This sequence of events requires aagwoach to planning development strategies of
energy companies, as well as distribution compamest meet the relevant requirements in
connection with the development of the energy secithere new technologies are being
implemented with increasing consumer demand for rggne
The development strategy of distribution comparsesven more important, given the currently
prevailing economic crisis. Because of him, mansnpanies changed their attitude in connection
with obtaining the best results in the shortestsfie time, without paying attention to long-term
development of the company, this resulted in adbsgjuidity, and ultimately bankruptcy.

A basic condition for the proper functioning of egyecompanies today is the efficiency of the
current corporate management, as well as effectamsions on the overall development of the
company and obtaining adequate funding for thesalsgorhis evolution of the distribution
companies should be implemented through specifiestment projects and development of the
basic criteria for the development of distributioetworks such as the growing burden, the
mechanical strength of the existing systems, theeasing number of loads and increased flows of
energy while maintaining acceptable current density

Therefore, the implementation of the developmenthef distribution companies should take
into account a number of investment projects, wimclude:

- Replacement investments - to replace a worn pabsolete systems with new, which will reduce
the costs associated with the aging of the assékeienergy sector,

- Modernization investments - resulting in a redarctin electricity distribution costs associated
with the introduction of new technologies,
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- Business development - designed to meet theegicatievelopment of early establishment of the
energy business.

2. 2. Purpose of the energy company

Each energy company is in relation to a market eecgnand the law of the energy objective
pursued. The main task of creating stable distiebutompanies is their sustainability. Depending
on the adopted strategy of the unit, this develognmeay also be negative, which could lead, in
whole or in part to loss of control of the businggsnsequently, it is related to the maintenance an
survival of individuals in the energy market. THere, we should seek to ensure the proper growth
and proper functioning of the distribution companiehich in turn reference a positive effect on
both the investment and finance. Profit of the usitpossible when a company meets the
requirements of addressing the needs of consuroersldctricity, while maintaining the lowest
price of production and reaching a high price fersale.

The overall
development of
distribution company

Sustainable functioning
of the company

Maximizing company’s
profit

The production of goods
and services for
consumer needs

Specific projects

Analysis of projects
carried out

Fig.1. The hierarchy of objectives and activities of disition company. Source: Own

The increase in the development of the distributiompanies can be seen in the short and long
term. Short-term measures include those that areim@stment. These include: the use of
discounts to consumers, the extension of paymemistelo carry out organizational improvements
in the units of distribution, or offer additionatrsices to strengthen the relationship between the
recipient and retailer of energy. However, longrtegrowth refers to the companies ongoing
development projects at the turn of a few or sdvammths in the energy company. This enables the
construction and modernization of existing enenggtems, as well as introducing new products and
technologies to the energy market.

Another important objective for the existence oé tHistribution companies is to ensure
national energy security. The basis for the sakratpon of the energy sector is well developed and
reliable transmission and distribution. The currdistribution infrastructure in the coming years
may prove to be insufficient for the needs of egetige to increasing demand for energy by
consumers. Expansion and modernization of 110 k¥ raadium voltage network is a priority in
order to ensure the safe supply of energy. Paatilyuimportant will be upgrading the network in
rural areas and newly urbanized areas in the gualienergy supply. Downplayed the problem
may in the future would result in transmission nérgy, and even halting supplies to consumers.
The actions of state bodies, the responsibility tfee country's energy security, should move
towards a legislative amendment to expedite anidtéde investment in the distribution. In view of
the Polish energy commitments towards the Europgraon, state policy must provide clear and
non-discriminatory regulatory mechanisms for thergg sector. The present law and its procedures
are time consuming. The current legal status cabaamplemented in a timely manner most of the
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elements of energy infrastructure to ensure ensegurity. Legal barriers to the energy sector may
lead to failure to meet energy requirements intieiato the directives and guidelines of the
European Union.

Economic
conditions

Technical
conditions

Environmental
conditions

National
energy security

Social conditions

Reducing energy
consumption in the

country

Continuity of fuel
supplies

Products quality

Fig.2. Constituent elements of national energy securityir&: Own.

All decisions taken, the distribution companiestha direction of the selection of development

activities can be divided into three main groups:

- Decisions to accept or reject an investment ptajadertaken in the enterprise energy,

- Decisions by which you selected the most prolggtroject among several investment options
offered,

- Decisions to rationalize the development progfanthe distribution company.

Decisions concerning the development of energyrpnses should be based on the optimized
criteria and actions. A useful tool, which forms thasis for making those decisions, can be
employed cost-effectiveness of investment, whictludes the following components: time of
return and discounted payback period, return orntalapnternal rate of return (IRR), net present
value (NPV) and break - even.

3. Strategy and planning distribution company

The strategy of distribution companies in geneglassociated with economic and social
contexts which define the directions of the casenagars given unit of energy. In view of the
situations that occur in the environment and takingp account their human potential,
organizational, financial, technical and productroanagement company is required to create new
guidelines needed to achieve the development abgsciset in advance. The strategy of one
company is global, it affects the development amtfioning of the whole power system of the
country.

Adopted by the distribution company developmenttsefy is a component of strategic
planning as a formalized long-term plans whichwsed to define and implement the objectives of
the unit. This is related to the achievement of tenpany's best performance distribution of
electricity while maintaining the lowest investmeasts. Strategic program of energy companies
consider all factors favoring and hindering theieedment of previously set goals. This means the
implementation of all development activities in tistribution company, which take into account
the following considerations: economic, legal, eanmental, technical, social, organizational, etc.
Therefore, the strategy pursued by companies is/#tyeto the objectives.

Keeping an appropriate strategy in the enterpas#rictly related to planning. Planning, as a
function of unit management is the process of rsgtbbjectives and determine the best methods for
their implementation. In addition, an analysis otgmtial projects to be undertaken to achieve the
intended task. In addition, | use also examine pbssibility of the unit distribution for the
conditions, as well as how to respond dependinghair volatility and how to manage your
resources, as well as setting up events that cafiétt the further development of the energy
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company. The task is also planning to eliminate lkafids of shortcomings in the quality,
informational and administrative law in the distrilon company.

The vision and

ion of the

company
Defining
objectives
Creating plans
Achieving

objectives
Analysis of
activities carried

out

Fig.3. The planning process for development in the ithistion company. Source: Own

4. Investments costs distribution networ ks

Distribution networks are constantly developinga@yes in the number of devices installed in
the network, increases the number of energy consjraed what is the associated change of power
and energy losses. When designing the new powevonlet play an important role economic
calculations. The high costs of network equipmeestamthat the choice of an appropriate design
solution will determine the economic justificatiohhe basic elements of economic calculation
function criteria are capital costs and the cofsoaver losses and energy. The investment costs or
costs of building new facilities will depend onvestment in basic construction (lines, stations),
expenditures for additional investment in basic starction (eg, service station building for
environmental protection), and additional experaesociated with the purchase of a license, and
the implementation of the planned investment.

Capital expenditures for the construction of thevneetwork are equal to the total capital
expenditure on individual network devices. With tixepansion of already existing distribution
network to include additional expenditures for fuechase of new equipment and the cost of their
connection to the network operated. When upgradimauld be taken into account the direct costs
associated with the improvement of the existingrithgtion network. For distribution lines total
investment cost of a line of length 'I' is:

Kei = kg - | 1)

where: I§ is being built at the expense of a separate mesj/km].

Very often, when calculating the cost of the inwestt lines are included in the cost of
transformers, along with stations, connectors, ebpkapacitors and additional costs associated
with the planned investment, then the equationslke form:
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Kes = : Kii +Kip +Ki + Ky,
j=1
Kcir = Kirwj + ' Kirrj' )(2
j=1 j=1
Ny
KC|T = ZKIT]
=1

where:

Kis - total investment cost of station,

Kir - total investment cost of switchbogrd

Kcit - total cost of transformers in the station withuiggnent,

Kin - capital costs of other devices (inductors, se capacitors),
Kiq - capital costs of additional equipment (buildiregtrol room, compressed air equipment,
equipment for himself),

Nrw,j - number of fields equipped with a switchbogard

Nr.j - number of fields in the switch of resenyve

n, - number of switchgears at station,

nr - number of transformers in the station.

As mentioned earlier, in defining the principles efficiency of investment in distribution
companies also take into account the annual cgsbwer losses and energy. Need to include these
costs result from the need to use more fuel in pcstegtions to cover losses in the network and
losses on the energy-producing facility. Thesescast calculated from the formula:

Ksme= Kp'(APmax + Ke'AQmax)+Ka'AA (3)

where:

APmax - the maximum active power losses during the ye&ilowatts,

AQmax - maximum loss of reactive power in kilowatts gear,

AA - energy losses during the year,

Kp - the unit cost of power at a given point in tletéwork [€/kW],

Ka - the unit cost of energy at a given point in tieéwork [€/kWh],

Ke - the energy equivalent of reactive power at &gigoint in the network [kKW/kvar].

As a complement to these methods of calculaticgcohomic indicators also introduces the
efficiency of investment that assess the investnmeterms of reducing losses of electricity. Implie
the introduction to the analysis of the indicators:

- Investment performance indicator for the line:

o4E

= 4
i (4)

where:
AL - line growth during the periofkm]
k|_j - the cost of building 1 km of line [€/km]

- Investment performance indicator for the station:
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e =———
AF [k,

(5)

where:
AF - increase the station during the period [pc]
Krj - the cost of building a distribution station [€#pc

Conclusion

The current state of distribution networks, as waslivarious storage facilities in our country is
disappointing. The objectives and actions to imprthem should be subject to general directions of
development of various distribution companies. @ibeelopment of these energy systems must be
optimized in terms of social costs, technical ecoitp legal, environmental, and organizational.

With the increase in energy consumption and thevigng demand of consumers will continue
to be followed by an increase in audience shard¢ot#l energy consumption in the country
(agriculture, recipient existentially - householdsnall industry, service companies, etc.). The
power and electricity is clearly affects the evmntof the energy and power transmitted by the
electric grid (increased exploitation systems), ahgb requires relatively more resources to its
development, in order to reduce their losses imstrassion.

The increase in the share of energy consumptionnbseasing the public will require a
relatively higher growth and greater financial n@®@s for modernization of the most exploited,
mainly medium and low voltage. This is because éhestworks have a decisive impact on the
overall power and energy losses in all types dfrihistion networks. Downplayed the problem in
creating economic development plans, distributietworks, or mistakes in choosing their optimal
structure, significantly influence the resultarfi@&éncy of the whole national electricity system.
addition, it can cause disturbance of Polish enseapurity, and ultimately stopping the supply of
electricity to individual consumers.
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Abstract. This paper deals with the measurement of basicactexistics of photovoltaic modules. It also
describes the solar radiation measurement. Theeinfle of module inclination to the size of outpotvpr
and other specifics of photovoltaics were inveséiddoo.
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1. Introduction

Photovoltaic (PV) is enjoying nowadays unprecedenitgerest in professional and general
public. The source of energy has attributes likarenmental friendliness, direct energy conversion
of solar radiation to electricity or decentralizedsources that contribute to its popularity.
This energy source represents new ways of expipitih available resources and electrification
possibilities in non-reachable areas.

In contrast to all these positives there is a grolupegatives, which causes an aversion to this
energy source. Here we might include low efficienafya conversion of solar energy into
electricity, limited lifetime of PV panel caused Hye cell-structure itself, high sensitivity to the
external weather conditions, particularly the strigy to an amount of solar radiation and withttha
corresponding large variability in time-based posapply.

Another factor that we have to keep in mind whielging the PV sources is that their
competition ability as on-grid applications in tgta energetic market is ensured mainly
by the legislative and the financial support.

2. Basic properties of photovoltaic panel

Basic properties and parameters can be determiyedhelp of its Volt-Ampere (VA)
characteristic. This characteristic defines voluwfe output power with the changing load.
Measurement of VA characteristic was performed pie stand with two installed PV panels
Moser Baer MBPV Max Series. These are polycrystalkilicon solar panels with 60 PV cells.
Voltage and current values specified in PV moduesasheet were measured at standard test
conditions (STC).

These STC are characterized by solar radiation 19082, module temperature 25°C and air
mass coefficient AM 1.5G. The air mass constanerd@ines the radiation impact and the spectral
combination of the light hitting the earth's sudgaghe letter G in this designation stands for glpb
which means that it includes the direct and th&ugéd radiation. Measured short circuit currest |
is 7.71 A and open circuit voltageoblis 35.72 V. The maximum power point (MPP) represent
the operating point of VA characteristic with maxsinpower output measured under STC. Value
of this output power is 197.41 W and measured MBlRage Wppis 28.14 V and measured MPP
current yppis 7.01 A.
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3. Measurement of photovoltaic panel

We measured’A characteristicat 21th MarchThe PV module was of 37.16 degree inclina
to the horizontal planeThis value was chosen because the spring equinoxrocightat 21th
March, the declinabin of sun is equal to zero anarth continues to move towarthe aphelion.
For our latitude which igpproximatel 49.5 degree, it fows that the panel :ould be at the most
effective inclination of 40.5 deees. This value essentially correspomdth the preferred value
of fixed PV installation inclination in Slovakia, whiovaries from 35 to 39 degre Mobile stand,
we were using have got eight sets of inclination.Values of individual angles and corresponc
measured opeaicuit voltages are shown in Tak

U[Vv] |335 |33.9 34 34 34.1 34.1 34.1 34.0¢ 34
all |0 19,4616 | 29,5337 | 37,1637 | 43,9037 | 50,1967| 56,253662,193" |68,103

Tab. 1. Measured voltagds relation to inclinatio

Fig. 1. Mobile stand withPV panels Fig. 2. Visualization of mobile stand alinclination angle

We recorded surface temperature of PV module witinaied thermometer it5 minute
intervals during measurement which lasted from Q2i012:3C. These values are shown in Ta
The external temperatureras 1( degrees during measuring processe \@btained this valu
from SHMU online data.

Time 12:00 | 12:05 (12:10 | 12:15 | 12:20| 12:25| 12:3Q
Temperature [°C] 29,8 30,5 |31 31,5 32 31,5 31

Tab. 2. Module temperaturemeasure in 5 minutes interval

The PV module surface is made by high transmission, ifon, tempered and textured gle
with thickness of 3.2 mmGiven these characteristics and relativeth@ absorption propertie
of the PV cells themselvethe changes of temperatures caused by total orapadvering are
significant. As we expect yeaound operation of PV plants, we hat@ monitor temperatur
changes. Ashe module temperature is partially inflicted ches@f ambient temperature too, i
necessary to monitor this gnc. The reason for temperature changemitoring is related wit|
the PN junction characteristics and also wthe PV cell propertiesiVhen the temperature ris
there is a slight increase ofasticircuit current but opegircuit voltage is decreasir Nominal
temperature of PV module is 25 degrees accordiithe STC.With the temperature increase th
is a decrease of maximal powautput

4. Measurement of solar radiation
As the measuring of VA characteristic last for raifhour we needed to secure higher outc

value of gained results. That's why \measuredylobal solar radiation during whole measu
process.
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The measurement olar radiation was done with KIMO SL2(device. This apparatus
enables instant value of solar radiation measureminalso enables statistical evaluat
of measured results and tfalowing data transfer to theomputer where another work withem
is possible. Two-day measmen with theuse of mentioned device took place from 11th td
March. The measuremenégan at 11:50 of 11th March and it enat 11:50 of 13th Marcl

The device record two values every sec and it ssipte to make a : daylong uninterrupted
measurementKIMO uses solar cell with 1 c? flat surface and device sensibility on spect
of solar radiation ranges from 400 to 1100

Fig. 3 showsalues of solar radiation for every time step imti@ed time peric.
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Fig. 3. Values of solar radiation measumwith KIMO SL200.Fig. 4. Measured values of the solar radiation gai
during the VA characteristic measuren

The neasured values of solar radiatigained during measuremeot VA characteristic ar
shown in Fig. 4 ath it is obvious that we caexpectthis measurement to be correct because

radiation was nothanging a lot during the proce Maximal value of solar radiation w 1032
W.m? and minimal value was 1002 W?~.

12:00 12:10 12:20 12:30
Time

5. VA characteristic

We measured VA characistic which is shownn Fig. 5. We measured thghort circuit
current - §cis 7.3 Aand open circuit voltage oc is 34.59 V. For the MPP the power outpu
168.32 W with measurddPP voltage lypp = 26.3 V and measurédPP currentypp = 6.4 A.

8.0

700

; \Q@P
6.00

0. 500 1000 1500 2000 2500 30,00 3500 40,00
UVl
Fig. 5. VA characteristic of P\fnodule

6. Long-term measurement

In addition to the measurement of VA characterisiitd solar radiation we also me
themeasurement of output power of PV module whicheldshore than four hours. Solar radiat
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was also measured by KiIM@&pparatusduring this measuremerResults of this measurement
shown in Fig. 6 and Fig. 7.
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Fig. 6. Measured values of the solar radiation gained duanc-term measurement.
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Fig. 7. Measured curves of voltage and current and cakgicurve of output power.

7. Conclusion

Basic properties of thBV module and its behaviunder various loadwere verified by this
measurement. We came near to ST(relation to solaradiation and modultemperature during
measurementTherefore the resuls measured VA characteristic whichvery close to tat one
measured under ST@/hen measuring the impact of module inclinationomacluded that the shi
of 20 degrees to either sidetbk optimal angle has no significant effect e output open-circuit
voltage so that range of 40 degrees corresponds to 3% ehahgpercircuit voltage of P\
module. Another fact whicappeare during measurements is that by comparing multiplegts we
found significant differences in the measured «circuit voltages. We usgghnels consisting of €
series-coupled PV cells. Opeireuit voltageof PV cell is reachingpproximatel 0.6 V according
to datasheet. Open-circuibiage drop of 2 V within one module practicallyans damage of fot
cells. This damage cdre caused by inappropriate manipulation with mazldigring transpcation
or installation and assumirigng-term application we can expect sutdmage caused for instance
by the weight of snow blanket the winter period.
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